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Abstract— Large amounts of high-dimensional unlabeled data
typically contain only a small portion of truly effective informa-
tion. Consequently, the issue of unsupervised feature selection
methods has gained significant attention in research. However,
current unsupervised feature selection approaches face limita-
tions when dealing with datasets that exhibit uneven density,
and they also require substantial computational time. To address
this problem, this research article proposes a feature extrac-
tion technique that combines the Fuzzy C-Means (FCM) and
k-nearest neighbor rough sets. FCM is a clustering algorithm
grounded in fuzzy theory, which takes into account the inherent
data structure and the correlations between different features.
Consequently, FCM is particularly well-suited for datasets with
uneven density. Qur proposed method consists of three steps.
First, the FCM algorithm is used to cluster the unlabeled data.
Second, a measure that evaluates the importance of features
is defined and sorted based on the clustering results. Finally,
redundant features are filtered using k-nearest neighbor rough
sets while retaining important features, significantly reducing
the running time. In addition, we designed the feature selection
algorithm (KND-UFS) and conducted experiments on 12 public
datasets. We compared KND-UFS with eight existing algorithms
in terms of running time, classification accuracy, and the number
of selected features. The experimental results provided strong
evidence supporting the superior performance of the KND-UFS
algorithm.

Index Terms— Clustering, feature selection, granular comput-
ing (GrC), k-nearest neighbor rough sets.

I. INTRODUCTION

ITH the rapid development of the information age, the

explosive growth of data has posed higher demands on
data processing [1], leading to the emergence of data mining
[2]. Granular computing (GrC) [3] has demonstrated great
advantages in extracting value from massive data. The idea of
GrC originates from the process of humans handling complex
problems. Humans usually tend to simplify complicated prob-
lems by reducing them to simpler ones. The core idea of GrC
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is to represent [4], abstract [5], and model [6] data, dividing the
raw data in the data space into “granules” according to certain
relationships, with each granule representing some common
features. In this way, complex problems can be transformed
into discrete descriptions. Through the processing of granules,
hidden information and knowledge [7], [8] can be further
extracted from data, and this information can be used for
applications such as classification [9], prediction [10], and
decision-making [11].

Pawlak [13] from Poland proposed the notion of rough sets,
from the standpoint of information granularity [12], building
upon the existing relation theory and set theory. Rough sets
are used to handle imprecise calculations and incomplete data.
They classify elements in a set through equivalence relations
[14] and generate corresponding partitions. Equivalent classes
within the same partition can be used for information sim-
plification. By means of undistinguished equivalent classes,
an approximate space can be established [15]. Within this
approximate space, two precise sets (upper and lower approx-
imation sets [16]) are used to approximate a boundary-fuzzy
set.

Information systems [17], as a medium for representing
information or knowledge, have been a subject of investigation
in the field of rough sets. Feature selection [18] is a core aspect
in the analysis and processing of information systems. It is
well-known that not all the attributes within an information
system are equally important, and some attributes may even
be irrelevant or redundant [19]. These irrelevant or redundant
attributes can often have adverse effects on the analysis and
processing of the system. Hence, there is a need to carefully
choose a subset of attributes that effectively capture the essen-
tial characteristics of the original information system. This
selection process involves eliminating irrelevant or redundant
attributes to ensure that the chosen attribute subset retains the
same classification capability as the original attribute set [20].

Classical rough set theory mainly focuses on complete
information systems, where all the attribute values of the
objects under consideration are known. However, in real-
world scenarios, the identifiers of decision categories are
frequently unidentified or incomplete, thereby necessitating
the examination of unsupervised attribute reduction [21].
In recent years, researchers have conducted extensive research
on unsupervised attributes. Yuan et al. [22] introduced a com-
prehensive unsupervised mixed attribute reduction approach
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leveraging fuzzy rough sets for unsupervised mixed attribute
reduction methodologies. Huang et al. [23] proposed a robust
unsupervised feature selection algorithm based on data relation
learning to address the problem of poor robustness for outliers.
To solve the problems of large computational complexity and
poor performance stability, Lin et al. [24] proposed an effec-
tive method for unsupervised feature selection by combining
orthogonal basis clustering and adaptive graph regularization,
which exhibits excellent capabilities in cluster separation and
preservation of local information. Zhang and Li [25] intro-
duced adaptive loss regularization into least-squares regression
and proposed a novel unsupervised feature selection method
using sparse fuzzy membership degrees. Yuan et al. [26]
used fuzzy rough set theory and designed an unsupervised
feature selection algorithm based on fuzzy mutual infor-
mation, demonstrating its performance through experiments.
Tang et al. [27] proposed an unsupervised feature selection
approach using multigraph integration and learning of fea-
ture weight. Furthermore, they developed a block coordinate
descent algorithm with assured convergence to tackle the
ultimate optimization challenge.

Cluster analysis [28] is an unsupervised learning algorithm
[29] in data mining that automatically groups datasets based
on their distribution or concentration patterns when prior
knowledge is unavailable. The aim of grouping is to max-
imize the similarity within the same group and maximize
the dissimilarity between different groups. Fuzzy C-Means
(FCM) [30] has gained significant attention in cluster analysis
due to its robustness and lack of sample data dimensionality
restrictions. In this study, we propose an unsupervised feature
selection algorithm based on the FCM clustering algorithm
[31]. We define the discriminability of each attribute based
on the clustering results and sort the attributes to retain those
with higher importance [32]. Then, we eliminate redundant
features one by one using the dependency relationship [33] of
k-nearest neighbor rough sets. Finally, we design an unsuper-
vised feature selection algorithm based on k-nearest neighbor
rough sets (KND-UFS).

The main contributions of this article are as follows.

1) This article proposes a measurement method for assess-
ing the importance of features, which takes into account
both the degree of overlap in data space and the trends
present in the dataset. The effectiveness of this mea-
surement is verified through experimental evaluation,
demonstrating improved data separability.

2) This article proposes a feature extraction algorithm that
combines feature retention rates with k-nearest neighbor
neighborhood dependency. Through this approach, both
the classification accuracy and the computational time
required by the algorithm are significantly improved,
particularly in the context of high-dimensional data
feature extraction, where the algorithm exhibits notable
advantages in terms of runtime.

3) This article presents an algorithm for unsupervised fea-
ture extraction, which is compared with eight other
similar algorithms using 12cpublic datasets. The experi-
mental outcomes reveal notable benefits in terms of both
time efficiency and accuracy.

IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS, VOL. 36, NO. 6, JUNE 2025

This article is organized as follows. In Section II, we pre-
sented the fundamental knowledge of the FCM and the
k-nearest neighbor rough set model. In Section III, we defined
homogeneity measures for assessing attribute importance
from two perspectives: overlap coefficient (OC) and dis-
tance (DIS). In Section IV, we designed pertinent algorithms
to extract important features based on attribute homogene-
ity measures, followed by combining them with k-nearest
neighborhood dependency measures for feature selection.
In Section V, we validated the effectiveness of the algorithms
using 12 datasets, by considering both the runtime and classi-
fication accuracy. Finally, we have summarized this article in
Section VI.

II. RELATED WORK AND FOUNDATIONS

In this section, we will begin by providing a review of
some fundamental concepts related to FCM and k-nearest
neighborhood rough set.

A. Fuzzy C-Means

Given a dataset X = {x|,x2,...,X,} as n dimensional
vector with each object having s attributes that describe it. Let
the dataset be partitioned into ¢(2 < ¢ < n) categories and the
clustering centers of each category are V = {v, va, ..., U.}.
The objective function of the FCM (see Algorithm 1) cluster-
ing algorithm is defined as follows:

n c
I =33 i = vy | m
i=1 j=1
where m is the fuzziness parameter is a parameter that governs
the degree of fuzziness in the clustering outcomes. A larger
value of m leads to more fuzzy clustering results, while a
smaller value of m leads to more distinct clustering results.
u;; represents the membership degree of the ith object x; in
relation to the jth cluster center v;. ||lx; —v;l| = O 5_; Ixik —
vj¢|'/P)P represents the DIS between x; and v;, where the
most commonly used DIS metric is the Euclidean DIS with
p = 2 and s denotes the number of features, and x;; represents
the feature value of the ith object for the kth feature.

The FCM iteratively optimizes the objective function by
updating the membership degrees and cluster centroids, until
convergence criteria are satisfied. The updated expressions for
u;j and v; are as follows:

1
Uij = > )

s (lmull) o
k=1\_ flx; —vil

n m X
i1 Ui - Xi

3)

In the case of a single object x;, the sum of its degrees
of membership to all the clusters is equal to 1. This implies
that an object must have a complete allocation of membership
across all the clusters. Consequently, each object is assigned to
the cluster with the highest degree of membership, indicating
the cluster to which it predominantly belongs.

A threshold ¢ is predetermined for the variation in the objec-
tive function, and after ¢ iterations, the algorithm terminates
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Algorithm 1 Fuzzy C-Means
Input: A dataset X = {xq,..., x,}; the number of clusters
c; the fuzziness parameter m; and the threshold ¢.
Output: Cluster assignments D.
1. Set D < @, J© « 0,1« 0.
2: Initialize the membership degrees U randomly.
Compute the cluster centroids V using the updated
membership degrees U by formula (3).
4. Compute J( by formula (1).
s: while J{TD — JO > ¢ do
6: t<—1t+1.
7
8
9

w

Update U by formula (2) and V by formula (3).
Compute J*D by formula (1).
: end while

10: for all x; € X do

11: Select j = argmax(u,-j).

12: D <~ D U{j}.

13: end for

14: return D.

once the threshold condition is met. The expression for the
termination criterion is given below

JUED — g0 < g, 4

B. k-Nearest Neighborhood Rough Set

In S = (U,CUD,F), let x be an object in U. For an
attribute a belonging to C, the k-nearest neighbor neighbor-
hood of x on a can be defined as follows:

Kka(x) ={x; €U | |f(xj,a) = f(x,a)| <
|f(xia) — f(x,a)l,x; €U, i # j,Ika)| =k} (5)
where «,(x) denotes the top k objects that are closest to x in
relation to a.
In S = (U,CUD, F), let x be an object in U, and B C C.

The k-nearest neighbor neighborhood of x in relation to B can
be defined as follows:

() %a(x) 6)

aeB

kp(x) =

where k5 (x) denotes the top k objects that are closest to x in
relation to attribute subset B.

Definition 1: Let S = (U, CUD, F) be a decision informa-
tion system, x € U, B € C,U/D = {Dy, D,, ..., D,}, given
a neighborhood relation R, the upper and lower approxima-
tions of set D on subset B in relation to R can be defined as
follows:

Ry(D) = | JRy(D) (7)
i=1
Ry(D) = Ry (D) (®)
i=1
where
Ry(X) = {x|kp(x) N X # 0, x € U} )
R (X) = {x|kp(x) € X, x € U}. (10)
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The lower approximation of set D on subset B, commonly
known as the positive region, is denoted as POS%, ie.,
POS (D) = R(D).

The degree of neighborhood dependency of set D in relation
to subset B and relation R can be defined as follows:

|POS% (D)

vg(D) = U]

(11)
where yg (D) reflects the ability of the conditional attribute set
B to approximate the decision attribute set D, 0 < y5(D) < 1.
Property 1: Let By, B, € C, By € B,, then
1) VX C U, R (X) € R, (X);

2) POSY (D) € POSY, (D), v, (D) < yg, (D).

III. FEATURE RANKING BASED ON HOMOGENEITY

To select effective features in the data, we adopt a
ranking-filtering feature selection method. The ranking-
filtering feature selection method calculates the score of each
feature based on a predefined scoring function, sorts the
features according to the scores, selects the top-ranked features
to form a feature subset, and the final number of retained
features can be manually determined. Due to the constant-level
traversal of features, the time complexity is extremely low.
We define the homogeneity (DI) as the scoring function to
measure the importance of individual features, and then start
the search from the most important feature in the feature
ranking, thereby improving the efficiency of feature selection.
DI reflects the OC and DIS between different categories under
a certain feature. We define that the feature with a smaller
OC and a larger DIS is more important [34]. By sorting the
importance of individual features based on DI, we select and
retain a percentage (a¢%) of top-ranked objects, effectively
filtering out relatively unimportant features.

In § = (U,CU D, F), the OC of objects D; and D; in
relation to a can be defined as follows:

OC,(D;, Dj)
_ [P0 S POV O Lfiia D). O]
4D, e (DDTU L0 (D)), e (D]
where f. (D;) = min(f(x,a) : x € D;) and f3, . (D;) =

max(f(x,a):x € D;).

The OC, reflects the degree of spatial overlap of objects
between any two different decision classes under the condi-
tional attribute a. When the value of OC, is larger, it indicates
a higher degree of overlap between objects. If the denominator
of OC, is 0, there are two possible scenarios. One is when

[fan (D), fax(Di)] = [fmm(Dj), frﬁax(D )], in which case
the OC is 1. The other is when mm(D) fax (D] #
[fain(Dj), fax(Dj)], in which case the OC is 0.

Property 2: Let a € C, objects D; and D; belonging to
U/D, then 0 < OC,(D;, Dj) < 1.

Proof: VD;,D; € U/D, it follows that f[f]m(D)
£ (DT O Lf4 (D), £ (D] € Lf4 (D), fion (D] U
[f240(D). fen(DL such that [[£%, (D). fe(DD] N
min(P)): fraxPDI < L in(Pi), frax (PD1 U L5 (D),
aax (D], therefore 0 < OC,(D;, D;) < 1.

max
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In § = (U,CUD,F), the OC of S for a is defined as
follows:

0Cy(S) = D OC,(D;, D).
D;#D;

(13)

The OC,(S) reflects the degree of spatial overlap of all the
objects under the conditional attribute a by calculating the sum
of OC between any two different decision classes. The higher
the value of OC,(S), the greater the degree of overlap among
all the objects under attribute a, indicating lower separability
of attribute a.

In § = (U, CUD,F), the DIS between D; and D; for
attribute a is defined as follows:

|fa(D) = fa(D))]
max (Di, D) — [, (Di, Djj)
where f2. (D;, D;) = max(f(x,a) x € D; U Dj),
min(Dis Dj) = min(f(x,a) : x € D; U Dj), fo(D;) =
(1/1D;]) ZXGD’, f(x,a), and f,(D;) represents the central
tendency of objects belonging to the ith decision class under
attribute a.

The DIS, reflects the degree of deviation of objects between
any two different decision classes under the conditional
attribute a. The larger the value of DIS,,, the greater the differ-
ence between the two categories of objects. If fi2, (D;, D;) =

n(Di, Dj), then DIS, = 0.

Property 3: Let a € C, objects D; and D; belonging to
U/D, then 0 < DIS,(D;, D;) < 1.

Proof: ¥YD;, D; € U/D, it follows that fI (D;) <
fa(D)) < o (D) and fE,.(D)) < fa(D)) < fa (D)),
such that | f,(D;) — fa(Dj)| < fa(Di, D) — fain(Di, Dj),
therefore 0 < DIS,(D;, D;) < 1.

In § = (U,CU D, F), the DIS of S for a is defined as
follows:

DIS,(D;, D;) =

(14)

DIS,(S) = > DIS.(D;, D)).
Di#D;

15)

The DIS, (S) reflects the separability of the decision system
in relation to the conditional attribute a by calculating the sum
of DIS between any two different decision classes. The larger
the value of DIS,(S), the higher the separability of objects
under attribute a; the smaller the value of DIS,(S), the lower
the separability of objects under attribute a.

Definition 2: Let S = (U, C U D, F) be a decision infor-
mation system, a € C, objects D; and D; belonging to U/D,
the degree of homogeneity of S for a is defined as follows:

DIS, (S)
OCa(S)

It is obvious that DIS,(S) is inversely proportional to
0C,(S). We measure the homogeneity of attribute a from
these two aspects. The larger the value of DI, (S), the more
important the attribute a; the smaller the value of DI, (S), the
less important the attribute a.

Example 1: Table 1 illustrates the decision information
system derived from the utilization of the FCM algorithm.
The number of clusters is predefined as ¢ = 2, the fuzzi-
ness parameter is assigned the value of m = 2, and the

DL.(S) = (16)
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TABLE I
DECISION INFORMATION SYSTEM

U al ao as a4 d
T 0.03 0.06 0.24 0.28 0
T2 0.04 0.14 0.21 0.64 1
T3 0.04 0.12 0.48 0.48 0
T4 0.05 0.13 0.41 0.38 0
5 0.04 0.12 0.19 0.86 1
6 0.07 0.11 0.73 0.26 0
x7 0.09 0.09 0.28 0.33 0
T8 0.11 0.04 0.59 0.29 0
T9 0.11 0.05 0.67 0.68 0
10 0.1 0.07 0.38 0.96 1
T11 0.12 0.09 0.72 0.52 0
T12 0.15 0.08 0.89 0.36 0

TABLE II
DIS,(S), OC,(S), DI, (S) OF EACH ATTRIBUTE
al as as a4
DIS.(S) 0.2130 0.2444 0.4238 0.6032
0C,.(9) 0.5000 0.6000 0.2000 0.0571
DI, (S) 0.4259 0.4074 2.1190 10.5556

convergence threshold is set at ¢ = 0.0001. This deci-
sion information system encompasses the universe U =
{x1,x2,...,x12} and attributes A = {ay, a»,, as, as}. Sub-
sequently, DIS,(S), OC,(S), DI,(S) values for each attribute
can be obtained, as illustrated in Table II. Based on the
descending order of DI, (S) values, the resulting order(C) is
{a4, a3, a1, a»}. Consequently, we have obtained the attribute
ranking in descending order of importance. In this case, we set
the retention rate « to 75%. Consequently, the retained features
retention(C) = {a4, as, a,}, and attribute a, is directly filtered
out.

IV. FEATURE SELECTION ALGORITHM

Although the ranking-filtering feature selection method is
computationally efficient, it only considers the importance
of individual features and does not take into account the
relationships between features, resulting in feature subsets with
high redundancy. To address this redundancy issue, we use the
dependency relationship of k-nearest neighbor rough sets to
establish the significance indicator for attribute a.

InS=WU,CUD,F),aeC,B C C, the significance of
attribute a in relation to D is defined as follows:

SIG(a. B. D) = (D) — y5(D). (17)

SIG(a, B, D) is an indicator that describes the significance
of attribute a relative to the attribute subset B under deci-
sion D. According to Property 1, the significance indicator
SIG(a, B, D) is always greater than or equal to 0. When
SIG(a, B, D) equals 0, attribute a is considered redundant
and removable. The magnitude of SIG(a, B, D) reflects the
importance of attribute a within the attribute subset B.
Leveraging this concept, we have devised an unsupervised
feature selection algorithm using the dependency of k-nearest
neighbor rough sets, as depicted in Algorithm 2.

In Algorithm 2, steps 3-5 involve calculating the homo-
geneity for each feature in C, resulting in a time complexity
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TABLE III
ENTIRE CALCULATION PROCESS
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TABLE IV
DESCRIPTION OF DATASETS

step C B vg (D) selected features
1 aa {aa) 0.5833 (a4}

2 as {as, a3} 1.0 {as,as}

3 ax {as, a3, a2} 1.0 {as,as}

4 az {aq, a3, a1} 1.0 {as, a3}

Algorithm 2 Unsupervised Feature Selection Algorithm Based
on k-Nearest Neighborhood Dependency
Input: A dataset S = (U, C, F); the number of clusters r;
the feature retention rate o and k-nearest parameters k.
Output: Feature selection subset A.
1: Compute cluster assignments D by Algorithm 1 and

U/D={D,, D,,...,D,}.

2: Set A < (.

3: for all a € C do

4: Compute DI,(S) by formula (16).

5: end for

6: Order attributes in descending order based on DI, (S) and
denote the result as order(C).

7:  Put the top «a% objects from order(C) into
retention(C).

8: for all a € retention(C) do
: Compute yj (D) and y;(D) by formula (11).
10: SIG(a, A, D) = ys1 (D) — v4(D).
11: A < AU {a} where SIG(a, A, D) # 0.
12: end for
13: return A.

of O(IUIXICI). Step 6, which sorts the features in descending
order based on their homogeneity values to obtain order(C),
has a time complexity of O(1). Step 7, which retains the
corresponding proportion of features to obtain retention(C),
also has a time complexity of O(l). Steps 8-12 involve
removing redundant attributes based on the dependency in
a sequential manner, resulting in a time complexity of
O(lUIxlog(k)xIU/DIxIC).

Example 2: Based on Example 1, we have obtained the
retained features retention(C) = {a4, a3, a;}. Now, we need
to establish significance indicators for each feature using the
k-nearest neighbor rough set dependency relationship. In this
case, we set the value of k—5. Under attribute a4, the nearest
neighbor neighborhood of x; is [x1, x4, X5, X6, X9]. Similarly,
we can determine the nearest neighbor neighborhoods for the
other objects. Using formulas 8 and 11, we can calculate
Vi (D) = 0.5833. Consequently, we retain feature a4. Sim-
ilarly, for B = {a4, a3}, y5(D) = 1, indicating that we retain
feature a3. The remaining results are presented in Table III.
It can be observed from the table that we can eliminate the
redundant attributes a; and a,. Since we have already filtered
out the relatively less important feature a, in the previous
section, it can be disregarded when calculating the significance
indicators, thereby significantly enhancing computational effi-
ciency while maintaining classification capability.

NO. Abbreviation Objects Attributes Classes
1 seeds 210 8 3
2 australian 690 15 2
3 concrete 1030 9 14
4 cardiotocography 2126 21 3
5 rice 3810 8 2
6 waveform 5000 22 3
7 texture 5500 41 11
8 thyroid 7200 22 3
9 magic 19020 11 2
10 nervousSystem 60 7130 2
11 leukemia 72 12583 3
12 lungCancer 181 12534 2

V. EXPERIMENTAL DECISION AND ANALYSIS

In this section, our initial focus was to conduct experiments
aimed at validating the efficacy of the homogeneity measure
DI. Subsequently, a series of comparative algorithms were
used to validate the superiority of the unsupervised feature
selection method proposed in this article. Finally, a signif-
icance test was performed to ascertain the reliability and
statistical significance of the algorithm.

A. Experimental Design

The experimental setup for this study involved using a
computer equipped with a 64-bit Windows 10 operating sys-
tem and an Intel Xeon W-2123 CPU. The processor had a
base frequency of 3.6 GHz, and the system had 64 GB of
memory capacity. All the algorithms, including the proposed
one and the comparative ones, were implemented in Python
and executed in Python 3.8. To validate the effectiveness of
unsupervised feature selection, some labeled datasets were
chosen for experimentation. Throughout the experimental pro-
cess, the original labels were deliberately not used to prevent
any potential interference caused by the original labels in the
feature selection procedure. Instead, they were solely used
as a point of reference to evaluate the effectiveness of the
feature selection. We selected 12 datasets from two renowned
repositories, namely, UCI and the KEEL-dataset repository
as the experimental subjects, as shown in Table IV. All the
12 datasets were of numeric type. Prior to the experiments,
we normalized the conditioning attributes of all the datasets
using the Min—Max normalization method. For datasets with
a runtime exceeding 48 h, we will extract a subset of objects
or attributes for reference, such as 10% of objects or 1% of
attributes. The results of the execution will be annotated with
an asterisk (*) to indicate the distinction.

First, to validate the effectiveness of DI, we first sorted
the features in descending order based on their homogeneity
measure. Subsequently, we retained different proportions of
features and compared the classification accuracy. To investi-
gate the impact of DI on classification accuracy, we set the
range of the feature retention rate « from 0.5 to 1, with a step
size of 0.05. When o = 1, the retained features are identical
to the original dataset features.
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Second, to demonstrate the superiority of our pro-
posed algorithm, we selected the following experiments for
comparison.

1) Mixed-Core Fuzzy Reciprocal Information (HKFCMI)
[35]: Generalized attribute reduction algorithm based on
mixed kernel function.

2) Infinite Unsupervised Feature Selection (INF-UFS) [36]:
Utilization of filter feature selection framework for
handling correlation and redundancy principles, with
introduction of a simple unsupervised pruning strategy.

3) Attribute Reduction Based on 6-Roughness (UM) [37]:
Construction of similarity relations using similarity rate
0, and introduction of the concepts of 6-precision and
6-roughness to measure uncertainty problem.

4) Graph-Based Unsupervised Feature Selection (GBUFS)
[32]: A novel graph-theory-based feature selection
method, leveraging the properties of matrix power series
effectively.

5) Attribute Reduction Based on Neighborhood Conditional
Mutual Information (KNCMI) [38]: Using novel NRS
for constructing feature-target evaluation function and
corresponding interactive feature selection algorithm.

6) Feature Selection  Based  on Contradictory
State Sequence (OSFCS) [39]: Introducing contradictory
objects to describe contradictory states and fuzzy
contradictory states, and proposing a feature selection
method based on contradictory state sequences and
fuzzy contradictory state sequences.

7) Feature Selection Based on Genetic Algorithm (CHCQX)
[40]: Constructing a lightweight qualitative metamodel
and using it for feature selection.

8) Feature Selection Based on Particle Swarm Optimiza-
tion (PSO-MI) [41]: Integration of filter and wrapper
techniques with the introduction of a novel merger for
merging effective features.

The proposed algorithm is compared and analyzed with the
eight mentioned algorithms in terms of runtime, remaining
number of features, and classification accuracy.

Finally, we discussed the influence of two parameters, the
feature retention rate o and the number of neighbors k, on the
final classification accuracy under different parameter combi-
nations to determine the most effective parameter combination.
Since a large value of kK may not demonstrate the superiority
of the k-nearest neighbor rough set, we set the range of the
parameter k to be between 0.05 and 0.5, with a step size
of 0.05.

Moreover, to eliminate data randomness and enhance the
persuasiveness of the experimental results, we use four classi-
fiers, namely, KNN, SVM, DT, and BYS, along with tenfold
cross-validation to determine the final classification accuracy.
Tenfold crossvalidation involves partitioning the dataset into
ten equal segments. In this process, each segment is sequen-
tially used as the test set, while the remaining nine segments
serve as the training set. The results are reported as the
average value (u) with the corresponding standard deviation
(o) presented in the form of p &+ o. In addition, to validate
the reliability of the results, we use the Wilcoxon statistical
test to verify the significance of algorithm comparisons.
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B. Experimental Analysis

1) Effectiveness Analysis of DI: The impact of different
feature retention rates on classification accuracy after attribute
sorting using DI is shown in Fig. 1. From the figure, it can
be observed that maintaining a certain proportion of features
can either improve or maintain classification accuracy within
a certain range. This demonstrates the effectiveness of DI
measure for attribute importance assessment proposed in this
article. Furthermore, removing attributes with low importance
can effectively enhance classification accuracy and reduce
the time required for feature selection. When the number of
attributes in the dataset is large, different values of o can
help maintain stable classification accuracy. Therefore, it is
possible to lower o appropriately. For instance, in the case of
the leukemia dataset with 12 583 attributes, a value of « equal
to 0.5 yields better classification accuracy than « equal to
1 for KNN, while the accuracy remains unchanged for SVM
and BYS, and only decreases from 90.36% to 87.68% for
DT. Similarly, for datasets that contain a substantial amount
of instances, different values of « can also maintain stable
classification accuracy. For example, in the magic dataset,
classification accuracy remains relatively unchanged when «
is within the range of 0.5-1. However, for datasets with
relatively fewer attributes, classification accuracy may sud-
denly change within a certain range, necessitating careful
selection. For instance, in the seeds dataset, when « is set
to 0.6, classification accuracy drops abruptly from 92.38%
to 81.43% for KNN. In comparison to other algorithms, the
distinguishing advantage of KND-UFS lies in its flexibility to
adjust the selected number or proportion of features according
to specific requirements. This attribute provides users with
the convenience of customizing the feature selection process
to best suit their specific needs and preferences. If the goal
is to maximize reduction efficiency, the selected proportion
of features can be appropriately reduced. In contrast, many
other feature selection methods, such as UM, are limited to
providing a single unique subset of features and lack the
flexibility to adjust according to specific requirements. Unlike
these methods, KND-UFS offers the advantage of adaptability.

2) Analysis of Comparative Experiments: We conducted
a comparative analysis between our proposed methodology
and other eight unsupervised feature selection methods. The
average running times of each algorithm are presented in
Table V, the number of selected features is shown in Table VI,
and the classification accuracy of the selected features on
KNN and SVM classifiers is displayed in Tables VII and VIII,
respectively. It can be observed that the KND-UFS algorithm
exhibits significant advantages on high-dimensional datasets.
For instance, for the lungCancer dataset, the KND-UFS
algorithm only takes 63.03 s to select four highly discrimi-
native features from a pool of 12533 features. In contrast, the
IGUFS algorithm requires 34 h, and the INF-USF algorithm
requires 30 h, with selected feature proportions of 50%, which
are much higher than the 0.03% of the KND-UFS algorithm.
Moreover, the KND-UFS algorithm achieves higher classifi-
cation accuracy when using the selected features compared
to the original dataset and other algorithms. The KND-UFS
algorithm efficiently removes redundant features in a short
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TABLE V
COMPARISON OF RUNTIME OF DIFFERENT ALGORITHMS (S)
Datasets HKCMI INF-UFS UM IGUFS KNCMI OSFCS  CHCQX PSO-MI  KND-UFS
seeds 21.70 0.05 75.14 0.69 3.97 0.05 1.14 4.20 0.08
australian 1035.39 0.16 1660.19 3.77 3.02 0.80 2.13 10.84 1.52
concrete 700.25 0.05 1971.48 3.83 90.02 1.23 2.84 15.16 3.55
cardiotocography 20684.25 2.06 23641.78 23.88 15.20 5.47 5.63 32.30 13.98
rice 7217.16 0.38 27609.13 16.92 1752.48 49.08 11.36 53.09 36.94
waveform 118672.52 3.69 143491.08 80.44 61.86 182.56 42.39 337.25 133.02
texture 533471.28 13.48 364296.52 209.80 30833.22 251.33 65.81 637.69 324.20
thyroid 2123.75* 3.39 341244.47 112.78 30240.55 150.52 5.78 194.75 263.64
magic 2775.70% 2.14 4784.25% 319.13 399.33%* 1684.80 150.31 282.05 1251.09
nervousSystem 94.22% 32219.47 43.61* 34572.45 153.14* 0.28 737.72 115.06 9.84
leukemia 410.73* 103673.72 8.36* 106538.88 278.02* 0.77 3026.16 668.44 18.97
lungCancer 2583.05* 108810.42 54.67* 123060.39 350.94* 1.64 4557.00 810.80 63.03
Average 57482.50* 20394.08 75740.06* 22078.58 5348.48* 194.04 717.36 263.47 176.65
TABLE VI
COMPARISON OF THE NUMBER OF SELECTED FEATURES FOR DIFFERENT ALGORITHMS
Datasets RAW HKCMI  INF-UFS UM IGUFS KNCMI  OSFCS CHCQX PSO-MI  KND-UFS
seeds 7 2 4 1 4 7 1 5 3 3
australian 14 2 9 1 9 1 2 5 2 6
concrete 8 2 6 1 6 5 1 5 3 4
cardiotocography 20 2 10 1 10 9 4 14 8 7
rice 7 2 5 1 5 6 1 4 3 5
waveform 21 2 15 1 15 21 3 13 15 14
texture 40 2 36 1 36 40 3 22 21 35
thyroid 21 2% 15 1 15 18 4 15 6 5
magic 10 2% 7 1* 7 10%* 2 8 4 7
nervousSystem 7129 1* 3564 1* 3564 55% 1 3598 3377 11
leukemia 12582 1* 6291 1* 6291 125% 2 6275 5975 21
lungCancer 12533 1* 6266 1* 6266 96* 2 6250 5851 4
Average 2699.33 1.75% 1352.33 1.00%* 1352.33 32.75% 2.17 1351.17 1272.33 10.17

amount of time, improving the classification accuracy. For
example, the INF-UFS algorithm exhibits the fastest execution
time on low-dimensional datasets, while OSFCS demonstrates
superior performance on high-dimensional datasets. However,
their final classification accuracy only marginally improves

compared with the original dataset. On the other hand, the
UM algorithm consistently selects the fewest features on
low-dimensional datasets but is computationally expensive
and yields significantly lower classification accuracy than the
original dataset. Regarding the KNN and SVM classifiers,
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TABLE VII
CLASSIFICATION ACCURACY OF DIFFERENT ALGORITHMS UNDER KNN CLASSIFIER (%)
Datasets RAW HKCMI INF-UFS UM IGUFS KNCMI OSFCS CHCQX PSO-MI  KND-UFS
seeds 93.33+4.36  89.05+7.39 92.38+3.81 83.33+6.48 87.62+7.13 93.33+4.36 65.24+10.87 91.43+5.55 91.9+524 94.29+3.56
australian 84.2+5.12  61.59+5.32 83.77+4.57 51.01£6.79 83.77+4.53 85.51+531 66.38+4.62 85.07+5.54 85.36+5.55 85.65+3.8
concrete 46.5£3.72  41.26+£5.48 49.32+2.94 23.11+2.63 49.3242.94 50.0£3.23 37.96+4.52 54.08+3.34 53.5£5.22 55.92+4.1
cardiotocography 96.99+0.79 72.06+2.39  96.85+1.1  69.61+3.1 97.04+0.63 97.41+0.85 97.6£0.77 96.99+0.7 97.55+0.86 98.02+0.91
rice 88.48+1.22 87.53+1.56 88.4+1.31 81.15+1.33 88.4+1.31  88.5+1.07 55.77+2.82 89.08+2.12 89.08+1.98 89.84+2.36
waveform 77.48+1.97 56.08+1.43 7274255 33.36+3.02 76.18+1.74 77.48+1.97 38.9+£2.55 77.3%£1.51 76.3+1.24 78.66+1.41
texture 08.82+0.37 58.62+1.12 98.78+0.38 14.27+0.93  98.8+0.35 98.82+0.37 62.22+2.09 98.71+0.41 98.8+0.36 98.96+0.45
thyroid 93.88+0.86 92.92+2.88* 90.99+0.76 91.61+1.21 90.99+0.76 93.92+0.88 92.36+£0.94 95.76+0.78 97.99+0.62 96.56+0.56
magic 83.14+0.71 68.93+2.65* 78.58+0.91 65.3+3.28* 79.25+1.21 81.23+3.2* 73.01£1.16 82.15+1.05 80.26+0.74 83.74+0.64
nervousSystem  60.0+15.28 56.67£15.28% 60.0+£20.0 58.33+13.44%* 58.33+15.37 63.33+£17.95* 56.67+£15.28 53.33£14.53 58.33+17.08 70.0+16.33
leukemia 83.04+12.51 56.61+18.49* 66.43+23.23 46.61+£18.84* 80.18+17.21 80.18+15.98* 51.25+9.78 78.93+14.5 80.18+13.18 83.57+14.59
lungCancer ~ 85.12+£7.78 79.01+12.12* 85.12+7.78 80.67+7.92* 86.23+7.84 84.53+£8.16* 85.67+8.21 84.56+7.68 84.01+8.33 87.89+9.11
Average 82.58+4.56 68.36+6.34* 80.28+5.78 58.2+5.75* 81.34+5.09 82.85+5.28*% 65.25+5.3 82.28+4.81 82.77+5.03 85.26+4.82
TABLE VIII
CLASSIFICATION ACCURACY OF DIFFERENT ALGORITHMS UNDER SVM CLASSIFIER (%)

Datasets RAW HKCMI INF-UFS UM IGUFS KNCMI OSFCS CHCQX PSO-MI  KND-UFS
seeds 93.33+£3.81 87.62+6.46 93.33+3.81 85.71+4.76 88.57+7.74 93.33+3.81 72.86+5.65 92.38+4.36 92.86+5.73 95.24+3.69
australian 84.78+4.77 58.84+5.23 84.49+5.65 55.51+5.94 8424528 8551531 59.42+4.44 85.36+4.74 84.93+5.23 86.09+5.03
concrete 60.0£6.06  43.59+4.8 59.81+4.56 41.26+£3.29 59.81£4.56 56.6+4.53 44.66+3.47 62.04+4.69 57.28+4.47 62.04+4.42
cardiotocography 97.55+0.59 77.85+1.98 98.02+0.66 77.85£1.98 97.98+0.67 98.49+0.78 97.6+0.71 97.27+0.72 98.02+0.81 98.78+0.67
rice 92.99+1.5 91.29+1.6 92.78+1.52 88.01+1.22 92.78+1.52 92.76+1.54 63.62+3.64 92.83+1.54 92.86+1.42 92.99+1.46
waveform 85.3x1.28 66.08+1.16 82.08+1.66 31.78+1.67 83.7+£1.06  85.3%£1.28 46.14+1.59 84.64+1.39 84.28+1.24 85.82+1.16
texture 98.95+0.29  63.95%1.5 98.93+0.31 15.87+1.75 98.91+0.29 98.95+0.29 61.56+£2.02 98.96+£0.29 98.93+0.37 99.07+0.37
thyroid 95.7240.55 94.03+2.92* 92.53+0.65 92.58+0.66 92.53+0.65 95.62+0.62 93.65+0.72 97.04+0.62 96.4+0.53 95.1+0.82
magic 86.9+0.88  74.5+2.83* 81.41+1.16 71.71£2.1*% 82.58+1.04 84.28+2.45* 76.65+0.92 86.23+0.9 82.07+0.52 86.97+0.88
nervousSystem  65.0£15.72 65.0+£15.72* 65.0+15.72 65.0£15.72*% 65.0£15.72 65.0+15.72* 60.0£15.28 65.0+15.72 65.0£15.72 78.33+13.02
leukemia 38.93+20.73 54.46+22.03* 38.93+20.73 49.29+21.01* 38.93+20.73 38.93+20.73* 43.04+14.56 38.93+20.73 38.93+20.73 62.86+14.21
lungCancer ~ 82.89+8.71 82.89+8.71* 82.89+8.71 81.78+8.58* 82.89+8.71 82.89+8.71* 85.1849.31 82.89+8.71 82.89+8.71 92.34+6.42
Average 81.86+5.41 71.68+6.25* 80.85+5.43 63.03+£5.72* 80.66+5.66 81.47+5.48* 67.03+£5.19 81.96+£5.37 81.2+546 86.3+4.35

TABLE IX
WILCOXON TEST P-VALUE RESULTS UNDER KNN

TABLE X
WILCOXON TEST P-VALUE RESULTS UNDER SVM

Datasets HKCMIINF-UFS UM IGUFSKNCMIOSFCS CHCQXPSO-MI Datasets HKCMIINF-UFS UM IGUFSKNCMIOSFCS CHCQXPSO-MI
seeds <0.1 0.13 <001 <0.1 031 <001 <0.1 0.11 seeds <0.1 <0.1 <0.01 <0.1 <0.1 <0.01 <0.1 0.1
australian <0.01 <0.1 <0.01 <0.1 045 <001 043 036 australian <0.01 <0.1 <0.01 <0.1 0.13 <001 024 0.11
concrete <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.I <0.1 concrete <0.01 <0.1 <0.01 <0.1 <0.01 <0.01 0.5 <0.01
cardiotocography <0.01 <0.01 <0.01 <0.1 <001 <0.1 <0.1 0.1 cardiotocography <0.01 <0.1 <0.01 <0.I <0.1 <0.0l1 <001 <0.1
rice <0.1 <0.I <001 <0.I <01 <0.01 <0.1 <0.1 rice <0.01 025 <0.01 025 0.12 <001 <0.I <0.1
waveform <0.01 <0.01 <0.01 <0.01 <0.1 <0.01 <0.1 <0.01 waveform <0.01 <0.01 <0.01 <0.01 <0.1 <0.01 <0.01 <0.01
texture <0.01 <0.1 <0.01 <0.1 <0.1 <001 <0.1 <0.1 texture <0.01 <0.1 <0.01 <0.1 <0.1 <001 025 0.1
thyroid <0.01* <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 1 thyroid 0.22* <0.01 <0.01 <0.01 0.99 <0.01 1 1
magic <0.01* <0.01 <0.01* <0.01 <0.1* <0.01 <0.01 <0.01 magic <0.01* <0.01 <0.01* <0.01 <0.01* <0.01 <0.01 <0.01
nervousSystem  <0.1* 02 0.15% 0.14 0.17% <0.1 <0.1 0.13 nervousSystem <0.1*  <0.1 <0.1* <0.1 <0.1* <0.1 <0.1 <0.1
leukemia <0.01* <0.1 <0.01* 031 031* <0.01 0.15 0.26 leukemia 0.15 <001 <0.1* <0.01 <0.01* <0.I <0.01 <0.01
lungCancer  <0.1*  <0.1 <0.1* 029 <0.1* <01 <01 <0.1 lungCancer  <0.1*  <0.1 <0.1* <0.1 <0.1* <0.1 <0.1 <0.1

the KND-UFS algorithm achieves the highest accuracy in
11 datasets, outperforming other algorithms. The KND-UFS
algorithm exhibits exceptional performance compared with
the other eight algorithms in terms of mean execution time,
mean number of chosen features, and mean classification
accuracy. These findings underscore the efficacy and efficiency
of our suggested algorithm as a superior technique for feature
selection.

3) Parameter Analysis: To investigate the impact of two
parameters, namely, the feature retention rate « and the
neighborhood size k, on the final classification accuracy of
the proposed KND-UFS algorithm, we have generated 3-D
plots depicting the classification accuracy for 12 datasets,
as shown in Fig. 2. It can be observed from the plots that
different combinations of o and k have significant effects
on the resulting classification accuracy. For example, in the
thyroid dataset, the KND-UFS algorithm achieves a maximum
classification accuracy of 96.56% when setting « to 0.75 and
k to 0.35, indicating the relative optimality of the proposed

algorithm. Moreover, the impact of « and k on classification
accuracy varies with the size of the dataset. For instance, in the
lungCancer dataset, « has minimal effect on classification
accuracy, while different values of k result in significant
fluctuations in accuracy. Conversely, in the concrete dataset,
the setting of o becomes more crucial. Consequently, the
parameter combinations that yield optimal classification results
tend to differ. For each dataset, it is possible to determine the
appropriate values of parameters « and k that, when combined,
yield a relatively optimal classification accuracy using the
KND-UFS algorithm.

4) Hypothesis Testing: Due to the nonparametric nature and
the advantage of not requiring the assumption of normality,
we used the Wilcoxon test to validate the effectiveness of
algorithm comparisons. To conduct a comprehensive com-
parison of the experimental results obtained from various
algorithms, we conducted hypothesis tests on 12 datasets
against the eight comparative algorithms. In each hypothesis
test, the null hypothesis was formulated to assert that the
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Fig. 2. Classification accuracy of different combinations of « and k in KNN classifier. (a) Seeds. (b) Australian. (c) Concrete. (d) Cardiotocography. (e) Rice.
(f) Waveform. (g) Texture. (h) Thyroid. (i) Magic. (j) nervousSystem. (k) Leukemia. (I) lungCancer.

classification accuracy of the KND-UFS algorithm is less
than or equal to the classification accuracy of the other eight
comparative algorithms. By evaluating the p-values obtained
from the Wilcoxon test, it was observed that the majority of the
p-values were less than the predetermined significance level
of 0.05. Therefore, the null hypothesis was refuted in these
cases. This implies that our KND-UFS algorithm consistently
exhibits higher classification accuracy compared with the other
comparative models, as supported by the statistical analysis.
The p-value results for the KNN and SVM classifiers can be
found in Tables IX and X, respectively. In conclusion, based
on the KNN and SVM classifiers, the KND-UFS algorithm
proves to be effective for unsupervised feature selection.

VI. CONCLUSION

This study introduces a novel feature selection method that
combines the FCM with k-nearest neighbor rough set. The
proposed method introduces a unique ranking approach to
assess the importance of features and selects the most signifi-
cant ones to build the feature selection algorithm. To evaluate
its effectiveness, the proposed algorithm is compared against
eight existing feature selection algorithms using 12 public
datasets. The experimental results validate the superiority
and efficacy of the proposed method as a feature selection
technique.

The research methodology in this study involves two param-
eters, namely, « (the proportion of selected features) and
k (the number of neighbors). The performance of feature
selection relies on selecting appropriate combinations of these
parameters to achieve relative optimality. However, there is
currently no automatic mechanism to determine the ideal
values for o and k. Therefore, a research direction for future

work is to investigate methods for adapting these parameters
automatically. Furthermore, the feature selection algorithm
studied in this article focuses on static datasets. Consequently,
developing an efficient mechanism for dynamic datasets’ fea-
ture selection is a potential area for future research. In addition,
it is important to situate this study within a specific application
context, such as the selection of hyperspectral bands [42], [43].
Therefore, identifying a suitable application scenario is also a
research direction for future work.
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