
F

S
m
X
C

A

K
D
I
M
S

1

c
s
d
d
f
u
t
u
e
s
e
f
l
h
a
e
a
t
b

h
R

Information Fusion 114 (2025) 102694 

A
1

Contents lists available at ScienceDirect

Information Fusion

journal homepage: www.elsevier.com/locate/inffus

ull length article

calable data fusion via a scale-based hierarchical framework: Adapting to
ulti-source and multi-scale scenarios

iaoyan Zhang ∗, Jiajia Lin
ollege of Artificial Intelligence, Southwest University, Chongqing, 400715, PR China

R T I C L E I N F O

eywords:
ata fusion

nformation gain
ulti-source integration

cale-based tree

A B S T R A C T

Multi-source information fusion addresses challenges in integrating and transforming complementary data from
diverse sources to facilitate unified information representation for centralized knowledge discovery. However,
traditional methods face difficulties when applied to multi-scale data, where optimal scale selection can
effectively resolve these issues but typically lack the advantage of identifying the optimal and simplest data
from different data source relationships. Moreover, in multi-source, multi-scale environments, heterogeneous
data (where identical samples have different features and scales in different sources) is prone to occur.
To address these challenges, this study proposes a novel approach in two key stages: first, aggregating
heterogeneous data sources and refining datasets using information gain; second, employing a customized
Scale-based Tree (SbT) structure for each attribute to help extract specific scale information value, thereby
achieving effective data fusion goals. Extensive experimental evaluations cover ten different datasets, reporting
detailed performance across multiple metrics including Approximation Precision (AP), Approximation Quality
(AQ) values, classification accuracy, and computational efficiency. The results highlight the robustness and
effectiveness of our proposed algorithm in handling complex multi-source, multi-scale data environments,
demonstrating its potential and practicality in addressing real-world data fusion challenges.
. Introduction

Multi-source fusion technology has practical and real-world appli-
ations, including environmental monitoring, intelligent transportation
ystems, healthcare, and urban planning and management [1–3]. In
ata fusion, various methodologies can merge separate multi-source
ata [4–6]. One strategy involves using multi-granularity information
usion and researching how to merge information from multiple sources
sing multi-granularity rough sets. This method primarily entails ex-
racting adequate information from multi-source information systems
sing multi-granularity concepts [7–11] and doing computations at
ach granularity to address fusion challenges across varying multi-
ource information systems. For instance, in 2023, Zhang et al. [12]
stablished an information fusion approach utilizing multi-granularity
usion operators’ matrix operations. Another approach involves uti-
izing evidence theory. The Dempster–Shafer evidence theory [13,14]
elps handle unknowable data fusion. Its fundamental principle is to
pply belief functions for evidence reasoning and synthesis, making
ssential improvements to information fusion applications in fields such
s artificial intelligence [15], pattern recognition [16], and diagnos-
ic detection [17]. In 2017, Liu et al. [18] proposed an architecture
ased on the weighted fuzzy Dempster–Shafer framework to adjust the
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weights of inconsistent evidence generated by different classification
methods, thereby realizing a multi-modal information fusion system.
In 2020, Chen et al. [19] introduced a data fusion method based on
weighted belief entropy and negated primary probability assignment to
gauge the relative importance of evidence. In 2021, Wang et al. [20]
considered employing quality function trust metrics and rationality
metrics to reflect the relevance of different types of subsets and pro-
posed a novel multi-source data fusion method. Additionally, a fusion
methodology based on information entropy exists. These methodologies
utilize information entropy [21] to measure the information content
of each information source, aiming to resolve information asymmetry
issues within multi-source data. This facilitates the acquisition and
fusion of information or rules from multiple origins. For instance, in
2022, Zhang et al. [22] devised a dynamic fusion method tailored for
incomplete interval-valued information systems. In 2023, Xu et al. [23]
presented a novel dynamic interval-valued information fusion method.
In 2024, Cai et al. [24] enhanced interval-valued information fusion
by designing enhanced information entropy based on statistical dis-
tribution principles and KL divergence, Chen et al. [25] proposed
a dynamic information fusion method for interval-valued data with
changing objects. Even though many methods can integrate multiple
data sources, they are not suitable for multiscale data.
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Table 1
The summary of existing methods.

Methods Categories Disadvantages

Multi-source methods
Using multi-granularity information fusion [12]

Not applicable to multi-scale dataUtilizing evidence theory [18–20]
Utilizing information entropy [22–25]

Optimal scale selection methods

Using attribute significance [37] Only one scale can be chosen for the same feature, multiple scales
cannot be selectedHandling dynamic multi-scale data [38]

Optimal scale cuts [39] Multiple scales can be chosen for the same feature, but it cannot
handle multi-source heterogeneous data

Heterogeneous data methods Convert into single-type data [42,43] Not combined with methods of multi-source fusion and multi-scale
approaches.Utilizing different rough set models [44–47]

There is no method to integrate multi-source, multi-scale heterogeneous data.
Based on specific multi-scale task requirements [26–28], the most
appropriate scale for analyzing and processing multi-scale data can be
selected using various methods, such as information granularity [29–
31], feature selection [32,33], optimization algorithms [34] and oth-
ers [35,36]. In 2017, Li et al. [37] introduced an optimal scale selection
technique for multi-scale tables that combines attribute importance to
achieve optimal selection. In the same year, Hao et al. [38] presented
an approach that tackles local and global concerns in choosing the most
suitable scale in dynamic multi-scale decision systems. This method
also adjusts the ideal scale when objects are modified. In 2021, She
et al. [39] proposed a strategy that leverages granularity trees for
optimal the selection of cuts in totally multi-scale decision tables. In
the same year, Bao et al. [40] presented an entropy-based approach
to choose the most suitable mix of scales for generalized multi-scale
information tables. In 2023, Zhang et al. [41] introduced a technique
utilizing generalized multi-scale decision tables to achieve optimal
scale selection. This method aims to alleviate limitations on decision
attributes. Traditional multiscale methods typically only allow for se-
lecting a single scale of data for different features, although in some
cases, they can select different scales for the same feature [39]. How-
ever, in multi-source, multi-scale environments, heterogeneous data is
prone to occur.

In real life, a large amount of heterogeneous data composed of
numerical and categorical data exist. Early methods for handling such
data involved converting it into a single numerical type [42,43]. Cur-
rently, neighborhood rough set models are widely used for feature
selection and data processing. In 2008, Hu et al. [44] introduced
the concept of domains and extended equivalence classes using dis-
tance functions to simplify the handling of heterogeneous data. In
2016, Zhang et al. [45] proposed a method using fuzzy rough en-
tropy for feature selection of heterogeneous data, but this method had
poor generalization capabilities. In 2024, Zhang et al. [46] optimized
feature selection of heterogeneous data using domain combination
entropy. Simultaneously, Dai et al. [47] introduced an improved do-
main combination entropy method specifically designed for handling
heterogeneous data.

Table 1 has categorized three different data processing methods ac-
cording to their respective characteristics. There are various approaches
for handling multi-source data fusion. however, they do not effectively
address multiscale data. On the other hand, many methods can handle
multiscale data, but they are not suitable for dealing with multi-source
heterogeneous scenarios. Heterogeneous data is only considered in
our discussion when involving multiple sources. Currently, Existing
methods do not have specialized countermeasures available for multi-
source, multiscale heterogeneous data. In the integration process, these
issues are taken into account.

1. The untapped potential of multi-source multi-scale data: In the
process of integrating multi-source data, the fusion of multi-scale
data has not been explored. Due to features having different
scale information, existing information entropy methods may
not be suitable for multi-scale structural models.
2 
2. Neglecting heterogeneous features in multi-source multi-scale
data: In multi-source multi-scale data, heterogeneous features
arise due to changes in related structures. For example, the same
feature of identical samples from different sources may vary
in quantity scales, and identical samples from different sources
may possess different features. These are all issues that require
attention.

3. How to segment scales: Existing traditional methods for optimal
scale selection typically involve choosing the same scale for all
scales. For instance, selecting the same scale for all samples
under a certain feature may lead to biases in data selection and
evaluation.

This work introduces an innovative method for fusing multi-source
multi-scale data using scale-based tree (SbT), solving the drawbacks of
existing fusion approaches, as seen in Fig. 1. The proposed approach
consists of two parts: rough selection and precise fusion. In the rough
selection stage, information gain (IG) [48] is employed to select im-
portant information from each source, generating an optimal datasets,
namely the standard multi-scale data. The fusion stage in question uses
the attributes of SbT to make exact selections based on scale. The SbT
selection method differs from many approaches by enabling the option
of several scales for a single attribute, as opposed to selecting only
one scale. This results in the extraction of the most optimal combined
data. The primary advancements and contributions of this work are as
follows:

1. Proposing an innovative approach for multi-source, multi-scale
data fusion.

2. Applying IG to multi-source data fusion enables fast fusion and
significantly reduces fusion time.

3. Utilizing SbT for precise scale selection allows for different scales
for the same attribute. The final fused data can be represented
in tuple-based and interval-based.

4. Experimental evaluations conducted on UCI datasets demon-
strate the proposed fusion method’s significant improvements in
classification accuracy and time efficiency.

The paper is organized as follows. Section 2 provides an overview of
foundational information, thoroughly defining and clarifying important
ideas and terminologies. Section 3 introduces a data fusion architecture
combining several sources and data scales using SbT. The system is
separated into two main components, each with its algorithms. Sec-
tion 4 subsequently assesses the efficacy and efficiency of the suggested
approach by conducting experiments on the UCI dataset. Section 5
provides a concise overview of the primary discoveries of the study,
shows the recognized limitations, and outlines possible paths for further
research. Furthermore, Table 2 is included to list and explain all the
terminology and abbreviations used in the work, attempting to enhance
the readers’ comprehension.
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Fig. 1. Motivation for our work.
Table 2
The abbreviations of terminologies.

Abbreviations Terminologies References

IG Information gain [48]
SbT Scale-based tree [39]
IT Information table [39]
DT Decision table [39]
AP Approximation precision [25]
AQ Approximation quality [22]
Ms-DT Multi-source decision table [25]
MsIT Multi-scale information table [39]
MsDT Multi-scale decision table [39]
Ms-MsDT Multi-source multi-scale decision table

Ms-MsDT combines multiple sources and scales.

2. Preliminaries

This part provides a gradual introduction to information table (IT),
decision table (DT), multi-source decision table (Ms-DT), multi-scale in-
formation table (MsIT), multi-scale decision table (MsDT), multi-source
multi-scale decision table (Ms-MsDT), and also includes an introduction
to SbT.

2.1. Multi-source multi-scale information table

IT can be denoted as a triplet (𝑂,𝐴, 𝐹 ), where 𝑂 = {𝑜1, 𝑜2,… , 𝑜𝑝} is
an object set, 𝐴 = {𝑎1, 𝑎2,… , 𝑎𝑞} is an attribute set, 𝐹 = {𝑓 (𝑜, 𝑎) ∣ 𝑜 ∈
𝑂, 𝑎 ∈ 𝐴} is relationship set between 𝑂 and 𝐴, 𝑓 (𝑜, 𝑎) represents the
actual value of the sample 𝑜 on that attribute 𝑎.

Then, DT can be denoted as a quadruple (𝑂,𝐴
⋃

{𝑑}, 𝐹 , 𝐺), where 𝑑
is a decision attribute, 𝐺 = {𝑔(𝑜, 𝑑) ∣ 𝑜 ∈ 𝑂} is relationship set between
𝑂 and 𝑑, 𝑔(𝑜, 𝑑) represents the classification label of the sample 𝑜 on
that decision attribute 𝑑.

For any 𝐴𝑠𝑢𝑏 ⊆ 𝐴, 𝑅𝐴𝑠𝑢𝑏
⊆ 𝑂 × 𝑂 can be defined, it indicates that

there is a relationship set 𝑅𝐴𝑠𝑢𝑏
between two objects on the attribute

set 𝐴𝑠𝑢𝑏. And for any 𝑜1 ∈ 𝑂, the relation class of 𝑜1 is denoted as
[𝑜1]

𝑅𝐴𝑠𝑢𝑏 = {𝑜2 ∈ 𝑂 ∣ (𝑜1, 𝑜2) ∈ 𝑅𝐴𝑠𝑢𝑏
}.

Definition 2.1. Given IT as a triplet (𝑂,𝐴, 𝐹 ), 𝑂𝑠𝑢𝑏 ⊆ 𝑂, 𝐴𝑠𝑢𝑏 ⊆ 𝐴,
the lower and upper approximations of 𝑂𝑠𝑢𝑏 with respect to 𝐴𝑠𝑢𝑏 are
denoted as

𝑅𝐴𝑠𝑢𝑏
(𝑂𝑠𝑢𝑏) = {𝑜 ∈ 𝑂 ∣ [𝑜]𝑅𝐴𝑠𝑢𝑏 ⊆ 𝑂𝑠𝑢𝑏}, (1)

𝑅𝐴𝑠𝑢𝑏
(𝑂𝑠𝑢𝑏) = {𝑜 ∈ 𝑂 ∣ [𝑜]𝑅𝐴𝑠𝑢𝑏 ∩ 𝑂𝑠𝑢𝑏 ≠ ∅}. (2)

Definition 2.2. Given DT as a quadruple (𝑂,𝐴
⋃

{𝑑}, 𝐹 , 𝐺), let 𝑂∕𝑑 =
{𝐷1, 𝐷2,… , 𝐷𝑚} be the decision partition of 𝑂, where 𝐷𝑚 = {𝑜 ∈ 𝑂 ∣
𝑔(𝑜, 𝑑) = 𝑑 } denotes the collection of objects for the 𝑚th decision
𝑚

3 
label 𝑑𝑚. For any 𝐴𝑠𝑢𝑏 ⊆ 𝐴, the approximation precision (AP) and
approximation quality (AQ) with 𝑑 is defined as

𝐴𝑃𝑅𝐴𝑠𝑢𝑏
(𝑂∕𝑑) =

∑

𝐷∈𝑂∕𝑑 |𝑅𝐴𝑠𝑢𝑏
(𝐷)|

∑

𝐷∈𝑂∕𝑑 |𝑅𝐴𝑠𝑢𝑏
(𝐷)|

, (3)

𝐴𝑄𝑅𝐴𝑠𝑢𝑏
(𝑂∕𝑑) =

∑

𝐷∈𝑂∕𝑑 |𝑅𝐴𝑠𝑢𝑏
(𝐷)|

|𝑂|

. (4)

AP and AQ are metrics that quantify the accuracy of models in clas-
sifying data. They are frequently employed as assessment measures in
rough set theory. Higher AP and AQ values show superior effectiveness
in classifying approximations.

Ms-DT is defined as {𝐷𝑇 𝑖 ∣ 𝐷𝑇 𝑖 = (𝑂,𝐴𝑖
⋃

{𝑑𝑖}, 𝐹𝑖, 𝐺𝑖), 𝑖 = 1, 2,… , 𝑠},
where 𝐷𝑇𝑖 represents 𝑖th DT of Ms-DT.

MsIT can be denoted as a triplet (𝑂, {𝑎𝑗𝑖 , 𝑖 ∈ 1, 2,… , 𝑞, 𝑗 ∈ 1, 2,… , 𝑡},
{𝑓 (𝑜, 𝑎) ∣ 𝑜 ∈ 𝑂, 𝑎 ∈ 𝐴}), where 𝑎𝑗𝑖 represents the 𝑗th scale of the 𝑖th
attribute.

Then MsDT is defined as a quadruple (𝑂, {𝑎𝑗𝑖 , 𝑖 = 1, 2,… , 𝑞, 𝑗 =
1, 2,… , 𝑡}

⋃

{𝑑}, {𝑓 (𝑜, 𝑎) ∣ 𝑜 ∈ 𝑂, 𝑎 ∈ 𝐴}, {𝑔(𝑜, 𝑑) ∣ 𝑜 ∈ 𝑂}).
So, Ms-MsDT is defined as {𝑀𝑠𝐷𝑇𝑖 ∣ 𝑀𝑠𝐷𝑇𝑖 = (𝑂,𝐴𝑖

⋃

{𝑑𝑖}, 𝐹𝑖, 𝐺𝑖),
𝑖 = 1, 2,… , 𝑠}.

2.2. Scale-based tree

Within the Ms-MsDT framework, a tree structure can be used to
express all the scales associated with each attribute. The attribute
name is the tree’s root, while the nodes are binary tuples. These tuples
consist of a scale and all values that have appeared on this scale. The
tree demonstrates a top-down progression, with the scales becoming
increasingly finer as one moves downwards. SbT can be used to denote
the granularity tree mentioned in the study by [39]. Next, the definition
of SbT will be provided.

Definition 2.3. Given an MsDT as a quadruple (𝑂, {𝑎𝑗𝑖 , 𝑖 = 1, 2,… , 𝑞, 𝑗 =
1, 2,… , 𝑡}

⋃

{𝑑}, {𝑓 (𝑜, 𝑎) ∣ 𝑜 ∈ 𝑂, 𝑎 ∈ 𝐴}, {𝑔(𝑜, 𝑑) ∣ 𝑜 ∈ 𝑂}), an 𝑆𝑏𝑇 can
be constructed for an attribute 𝑎 as follows.

(1) 𝑆𝑏𝑇 has one root node labeled by 𝑎.
(2) All nodes except the root node are represented as binary tuples

composed of scale and actual value. For example, the child node
of the root node is denoted as {(𝑡, 𝑓 (𝑜, 𝑎𝑡))|𝑜 ∈ 𝑂}.

(3) All nodes, except the root node, have the following parent–child
relationships. If the parent node is defined as (𝑗, 𝑓 (𝑜1, 𝑎𝑗 )), 𝑜1 ∈
𝑂, then its child node is {(𝑗−1, 𝑓 (𝑜, 𝑎𝑗−1)) ∣ 𝑓 (𝑜, 𝑎𝑗 ) = 𝑓 (𝑜1, 𝑎𝑗 ), 𝑜 ∈
𝑂}. If the child node is defined as (𝑗, 𝑓 (𝑜1, 𝑎𝑗 )), then its parent
node is (𝑗 + 1, 𝑓 (𝑜1, 𝑎𝑗+1)).

Example 2.1. Fig. 2 demonstrates an instance of the conversion
process from data to SbT. The graphic illustrates the data for attribute
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Fig. 2. Example of transformation between data and SbT.
𝑎 on the left side, including values for six objects across three scales.
On the right side, the matching SbT for 𝑎 is illustrated. The tree’s root
represents the attribute’s name, while the leaf nodes are supplied as
tuples. The values assigned to each node in a layer correspond to each
scale.

3. Our approach

At this stage, information fusion involves two consecutive processes
as depicted in Fig. 3. Firstly, we introduce an original dataset called
𝑀𝑠 − 𝑀𝑠𝐷𝑇 , composed of multiple sources 𝑀𝑠𝐷𝑇1, 𝑀𝑠𝐷𝑇2, . . . ,
𝑀𝑠𝐷𝑇𝑠. Each source contains the same samples and decision attributes,
but they may differ in terms of attributes and scales, exhibiting hetero-
geneous properties. Next, information gain calculations are performed
separately for each source. For instance, in 𝑀𝑠𝐷𝑇1, we compute the
information gain for each attribute across different scales and select
the scale with the maximum information gain for each attribute. The
selected data undergoes processing to form 𝐼𝑇1, 𝐼𝑇2, . . . , 𝐼𝑇𝑠, which
are then combined with the original decision attribute 𝑑 to obtain a
rough selection of the data 𝑀𝑠𝐷𝑇 . This process is relatively quick while
retaining the maximum information content from the original dataset
𝑀𝑠 −𝑀𝑠𝐷𝑇 .

Next is the precise fusion process. For each feature in 𝑀𝑠𝐷𝑇 , scale-
based trees 𝑆𝑏𝑇1, 𝑆𝑏𝑇2, . . . , 𝑆𝑏𝑇𝑠 are built based on their scale values.
These tree models help in better understanding the distribution of
𝑀𝑠𝐷𝑇 data. Using coherence judgments, we reverse-select each 𝑆𝑏𝑇
to choose appropriate scale values for different objects within the same
attribute. This helps simplify data representation while maintaining
accuracy. In this process, the form of the scale-based tree we use is
derived from [39], but the method of cutting the scales is completely
different from that in [39], where traditional granularity computing
methods for judging consistency are employed.

Finally, combining the results yields data in tuple or interval value
forms. Tuple form data is represented as each scale paired with its
corresponding scale value in a tuple. Interval form data shows the range
of values each scale can take.

3.1. Rough selection

Provided a MsDT represented as a quadruple (𝑂, {𝑎𝑗𝑖 , 𝑖 = 1, 2,… , 𝑞,
𝑗 = 1, 2,… , 𝑡}

⋃

𝑑, {𝑓 (𝑜, 𝑎) ∣ 𝑜 ∈ 𝑂, 𝑎 ∈ 𝐴}, {𝑔(𝑜, 𝑑) ∣ 𝑜 ∈ 𝑂}), the
task is to calculate the IG for each attribute at every scale in a given
information source. IG is a metric employed in decision trees and other
machine-learning methods to choose features. The measure estimates
the information acquired about a class variable (𝑂∕𝑑) from observing
a feature (a scale of an attribute). Below are some definitions linked to
IG.
4 
Definition 3.1. The entropy of 𝑂∕𝑑 represents the average amount of
information needed to classify a randomly chosen object in dataset. It
can be calculated using the following formula:

𝐻(𝑂∕𝑑) = −
∑

𝑖∈𝑂∕𝑑
𝑃 (𝑖) log2 𝑃 (𝑖), (5)

where 𝑃 (𝑖) =
|𝑖|
|𝑂|

.

Proposition 3.1. The entropy of 𝑂∕𝑑 has those properties.

(1) Non-negativity: 𝐻(𝑂∕𝑑) ≥ 0, because conditional entropy is fun-
damentally a measure of information, and information cannot be
negative.

(2) Maximizing Entropy Principle: 𝐻(𝑂∕𝑑) ≤ log2 𝑛, where 𝑛 is the
number of possible values of the random variable 𝑂∕𝑑.

Definition 3.2. The conditional entropy of 𝑂∕𝑑 given 𝑎𝑗𝑖 represents
the entropy of 𝑂∕𝑑 under the condition of knowing scale 𝑎𝑗𝑖 . It can be
calculated using the following formula:

𝐻(𝑂∕𝑑 ∣ 𝑎𝑗𝑖 ) =
∑

𝑘∈𝑂∕𝑎𝑗𝑖

𝑃 (𝑘)𝐻(𝑂∕𝑎𝑗𝑖 ), (6)

where 𝑃 (𝑘) =
|𝑘|
|𝑂|

.

Proposition 3.2. The conditional entropy of 𝑂∕𝑑 given 𝑎𝑗𝑖 has those
properties.

(1) Non-negativity: 𝐻(𝑂∕𝑑 ∣ 𝑎𝑗𝑖 ) ≥ 0, because conditional entropy is
fundamentally a measure of information, and information cannot be
negative.

(2) Symmetry: Conditional entropy exhibits symmetry when exchanging
conditional variables and target variables, meaning 𝐻(𝑂∕𝑑 ∣ 𝑎𝑗𝑖 )
can equivalently be expressed as 𝐻(𝑂∕𝑎𝑗𝑖 ∣ 𝑑). This symmetry
arises from the definition of conditional entropy itself, which depends
symmetrically on conditional variables and the target variable.

(3) Extremal Property: Conditional entropy achieves extreme values un-
der specific minimum or maximum conditions. For instance, in the
case of discrete distributions, conditional entropy reaches its mini-
mum when 𝑎𝑗𝑖 is completely correlated with 𝑑; it reaches its maximum
when they are completely independent.

Definition 3.3. Information gain 𝐼𝐺(𝑎𝑗𝑖 ) represents the information
about 𝑂∕𝑑 gained by observing 𝑎𝑗𝑖 . It can be calculated using the
following formula:

𝐼𝐺(𝑎𝑗𝑖 ) = 𝐻(𝑂∕𝑑) −𝐻(𝑂∕𝑑 ∣ 𝑎𝑗𝑖 ), (7)

𝐻(𝑂∕𝑑) is 𝑂∕𝑑 entropy and 𝐻(𝑂∕𝑑 ∣ 𝑎𝑗𝑖 ) is the conditional entropy
given 𝑎𝑗 .
𝑖



X. Zhang and J. Lin Information Fusion 114 (2025) 102694 
Fig. 3. The architecture of our work.
Proposition 3.3. IG has those properties.

(1) Non-negativity: IG is always non-negative, implying that by observing
𝑎𝑗𝑖 , information about 𝑂∕𝑑 is always gained; at the very least, losing
information is impossible.

(2) Dependence on Scale Scope: The magnitude of IG depends on the
choice of 𝑎𝑗𝑖 . Typically, if 𝑎

𝑗
𝑖 can better assist in distinguishing 𝑂∕𝑑,

then its information gain will be larger.
(3) Relationship with Entropy: 𝐼𝐺(𝑎𝑗𝑖 ) can be viewed as the overall

entropy 𝐻(𝑂∕𝑑) minus the conditional entropy 𝐻(𝑂∕𝑑 ∣ 𝑎𝑗𝑖 ). There-
fore, IG describes the uncertainty that can be reduced by observing
𝑎𝑗𝑖 .

To assess the significance of 𝑎𝑗𝑖 in 𝑂∕𝑑, 𝐼𝐺(𝑎𝑗𝑖 ) can be calculated by
following these steps. Within the MsDT framework, IG can be computed
for every attribute at every scale. This allows us to determine the
specific scale within each attribute that results in the highest IG. The
chosen scales are merged to create an IT. Ms-MsDT allows for gener-
ating several information tables (ITs) from various sources. Ultimately,
these individual ITs are merged to form a comprehensive MsDT, which
contains shared decision data. This process is summarized in Algorithm
1.

The time complexity of algorithm 1 can be analyzed as follows:
5 
Algorithm 1: Rough selection algorithm.
Input : 𝑀𝑠 −𝑀𝑠𝐷𝑇 = {𝑀𝑠𝐷𝑇𝑖 ∣ 𝑀𝑠𝐷𝑇𝑖 =

(𝑂,𝐴𝑖
⋃

𝑑𝑖, 𝐹𝑖, 𝐺𝑖), 𝑖 = 1, 2,… , 𝑠}.
Output : 𝑀𝑠𝐷𝑇 .

1 begin
2 for 𝑖 = 1 ∶ 𝑠 do
3 obtain 𝐷𝑇𝑖
4 for each 𝐼 = 1 ∶ |𝐴| do
5 find 𝑎𝐽𝐼 , which {𝐼𝐺(𝑎𝐽𝐼 ) ∣ 𝐽 = 1, 2,… , 𝑡} is minist

// 𝑡 represents the number of scales for
𝑎𝐼.

6 end
7 end
8 for 𝑖 = 1 ∶ 𝑠 do
9 𝑀𝑠𝐷𝑇 = {𝐷𝑇𝑖 ∣ 𝑖 = 1, 2,… , 𝑠}
10 end

// The scales of each attribute are arranged
from fine to coarse.

11 end
return : 𝑀𝑠𝐷𝑇 .
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Table 3
A MsDT example.

Objects 𝑎1 𝑎2 𝑎3 𝑑

𝑎11 𝑎21 𝑎31 𝑎12 𝑎22 𝑎32 𝑎13 𝑎23 𝑎33
𝑥1 2 2 2 3 3 3 0 1 2 0
𝑥2 3 3 3 3 3 3 0 1 2 0
𝑥3 2 2 2 1 1 2 0 1 2 0
𝑥4 2 2 2 2 2 2 1 1 2 0
𝑥5 3 3 3 1 1 2 0 1 2 0
𝑥6 2 2 2 1 1 2 0 1 2 0
𝑥7 1 1 2 2 2 2 2 2 2 1
𝑥8 1 1 2 1 1 2 0 1 2 1
𝑥9 2 2 2 2 2 2 0 1 2 1
𝑥10 0 1 2 0 1 2 3 3 3 1

(1) Outer Loop (First for Loop): This loop iterates from 𝑖 = 1 to 𝑠,
fetching 𝐷𝑇𝑖 each time. Therefore, the time complexity of the
outer loop is 𝑂(𝑠).

(2) Inner Loop (Second for Loop): For each 𝐷𝑇𝑖, there is a nested
loop that iterates over the attribute set 𝐴, which consists of
|𝐴| attributes. Within each iteration, the algorithm finds the
minimum 𝐼𝐺(𝑎𝐽𝐼 ) for a specific attribute 𝑎𝐼 , where 𝐽 = 1, 2,… , 𝑡.
Here, 𝑡 denotes the number of scales for attribute 𝑎𝐼 . The time
complexity of this part is 𝑂(|𝐴| ⋅ 𝑡).

Therefore, the time complexity of the inner loop is 𝑂(|𝐴| ⋅ 𝑡), and since
the outer loop executes 𝑠 times, the overall time complexity of the
algorithm is: 𝑂(𝑠 ⋅ |𝐴| ⋅ 𝑡). Here, 𝑠 represents the number of data tables
in the dataset, |𝐴| denotes the size of the attribute set, and 𝑡 depends
on the scale structure of different attributes and the data processing
method.

Example 3.1. As shown in Table 3, an example of MSDT are pre-
sented. In this instance, there are ten objects, each with three attributes.
Each attribute has three scales arranged from fine to coarse. Every
object has a unique decision attribute value. This MSDT is considered
as an information source, and the IG of each attribute at each scale is
computed. The next step involves the computational process.

Given 𝑑, which contains ten data objects of different categories, the
category is 𝑂∕𝑑 = {𝐶1, 𝐶2}, 𝐶1 = {0, 0, 0, 0, 0, 0}, 𝐶2 = {1, 1, 1, 1}.

Apply the formula for Definition 3.1, the value of 𝐻(𝑂∕𝑑) is
0.970951. Next, IG can be calculated using the entropy computation
method. The calculated results are as follows.

(1) 𝐻(𝑂∕𝑑): 0.970951. 𝐻(𝑂∕𝑑 ∣ 𝑎11): 0.360964. 𝐼𝐺(𝑎11): 0.609987.
(2) 𝐻(𝑂∕𝑑): 0.970951. 𝐻(𝑂∕𝑑 ∣ 𝑎21): 0.360964. 𝐼𝐺(𝑎21): 0.609987.
(3) 𝐻(𝑂∕𝑑): 0.970951. 𝐻(𝑂∕𝑑 ∣ 𝑎31): 0.8. 𝐼𝐺(𝑎31): 0.170951.
(4) 𝐻(𝑂∕𝑑): 0.970951. 𝐻(𝑂∕𝑑 ∣ 𝑎12): 0.6. 𝐼𝐺(𝑎12): 0.370951.
(5) 𝐻(𝑂∕𝑑): 0.970951. 𝐻(𝑂∕𝑑 ∣ 𝑎22): 0.760964. 𝐼𝐺(𝑎22): 0.209987.
(6) 𝐻(𝑂∕𝑑): 0.970951. 𝐻(𝑂∕𝑑 ∣ 𝑎32): 0.8. 𝐼𝐺(𝑎32): 0.170951.
(7) 𝐻(𝑂∕𝑑): 0.970951. 𝐻(𝑂∕𝑑 ∣ 𝑎13): 0.604184. 𝐼𝐺(𝑎13): 0.366766.
(8) 𝐻(𝑂∕𝑑): 0.970951. 𝐻(𝑂∕𝑑 ∣ 𝑎23): 0.649022. 𝐼𝐺(𝑎23): 0.321928.
(9) 𝐻(𝑂∕𝑑): 0.970951. 𝐻(𝑂∕𝑑 ∣ 𝑎33): 0.826466. 𝐼𝐺(𝑎33): 0.144484.

When the information gain values for 𝑎11 and 𝑎21 are equal, we favor
larger-scale data due to its ease of interpretation and reduced complex-
ity in data representation, which also saves storage space. In such cases
where the information gains are identical, 𝑎21 is typically selected as the
final result. So according to IG, the final fusion result we can obtain is
𝑎21, 𝑎

1
2, 𝑎

1
3.

3.2. Precise fusion

Multi-scale data can be obtained from different sources according
to the rough selection. However, using multi-scale data may result in

varying decisions for data with the same attribute in different scale.

6 
Hence, it is imperative to preprocess the data and provide labels to
differentiate it.

Give an example of multi-scale data under a single attribute. The
scales are arranged from fine to coarse. If data at two scales, the finer
scale and the coarser scale, cannot form a containment relationship,
the finer scale is artificially classified according to the coarser scale to
establish a containment relationship.

Definition 3.4. Given a MsDT as a quadruple (𝑂, {𝑎𝑗𝑖 , 𝑖 = 1, 2,… , 𝑞, 𝑗 =
1, 2,… , 𝑡}

⋃

{𝑑}, {𝑓 (𝑜, 𝑎) ∣ 𝑜 ∈ 𝑂, 𝑎 ∈ 𝐴}, {𝑔(𝑜, 𝑑) ∣ 𝑜 ∈ 𝑂}), for 𝑋 ∈ 𝑂∕𝑎𝑗𝑖 ,
if 𝑋 ⊈ 𝑌 (∀𝑌 ∈ 𝑂∕𝑑), making the following adjustments to them:

ℎ(𝑓 (𝑜𝑥, 𝑎
𝑗
𝑖 )) = 𝑓 (𝑜𝑥, 𝑎

𝑗
𝑖 ) ⋆ 𝑓 (𝑜𝑥, 𝑎

𝑗+1
𝑖 ), (8)

𝑓 (𝑜𝑥, 𝑎
𝑗
𝑖 ) = ℎ(𝑓 (𝑜𝑥, 𝑎

𝑗
𝑖 )). (9)

𝑜𝑥 ∈ 𝑋, ⋆ represents an operation that labels the scale value with the
mark of the previous scale to differentiate it.

Proposition 3.4. Definition 3.4 has those properties.

(1) Uniqueness assurance: The defined adjustments ensure that the ele-
ments in adjacent scales 𝑎𝑗𝑖 and 𝑎𝑗+1𝑖 from coarse to fine are unique.
This prevents data duplication or ambiguity, ensuring clarity and
consistency of the data.

(2) Annotation operation: The introduced annotation operation ℎ dis-
tinguishes elements of 𝑓 (𝑜𝑥, 𝑎

𝑗
𝑖 ) and 𝑓 (𝑜𝑥, 𝑎

𝑗+1
𝑖 ) in a manner that

allows them to be differentiated. This operation aids in distinguishing
relevant information during data processing and analysis.

(3) Symbol (⋆): In the text, the symbol ⋆ denotes the specific implemen-
tation of the annotation operation, illustrating how to differentiate
elements of adjacent scales.

Next, the concept of reverse selection can be defined using simple
coordination judgment.

Definition 3.5. Given a MsDT as a quadruple (𝑂, {𝑎𝑗𝑖 , 𝑖 = 1, 2,… , 𝑞, 𝑗 =
1, 2,… , 𝑡}

⋃

{𝑑}, {𝑓 (𝑜, 𝑎) ∣∈ 𝑂, 𝑎 ∈ 𝐴}, {𝑔(𝑜, 𝑑) ∣ 𝑜 ∈ 𝑂}), for 𝑋 ∈ 𝑂∕𝑎𝑗𝑖 ,
𝑌 ∈ 𝑂∕𝑑, if 𝑋 ⊆ 𝑌 , this indicates that objects with a value of 𝑓 (𝑜𝑥, 𝑎

𝑗
𝑖 )

(𝑜𝑥 ∈ 𝑋) on a certain attribute 𝑎𝑗𝑖 are consistent with the decision.

According to Definition 3.5, a depth search algorithm that reflects
mappings through coordination relations can be defined. Initially, the
original multiscale table can be transformed using Definition 3.4, such
that each attribute in this table can generate a SbT. Subsequently,
within each SbT, a depth search is conducted. Using coordination
relations, an assessment is made to determine whether nodes from
adjacent scales are coordinated, influencing the decision to proceed
with further exploration. This constitutes the precise fusion discussed
in this work. Its operational principles are depicted in Algorithm 2.

The time complexity of this algorithm can be analyzed as follows:

1. Outer loop (for loop): The outer loop iterates from 𝑖 = 1 to 𝑞,
where 𝑞 is a parameter from the input. Each iteration constructs
an SbT based on the data handling defined in Definition 3.4.
Therefore, the time complexity of the outer loop is 𝑂(𝑞).

2. First inner loop (for loop): For each 𝑖, there is an inner loop that
iterates from 𝑗 = 1 to 𝑡, where 𝑡 is the scale numbers of attribute
𝑎𝑖. Here, 𝑆𝑏𝑇𝑖 is constructed, resulting in a time complexity of
𝑂(𝑡).

3. Second inner loop (while loop): For each SBT (𝑆𝑏𝑇𝑖), a depth-
first traversal is performed. Assuming the SbT has 𝑛 nodes, the
time complexity to traverse each node and process its children
is 𝑂(𝑛).

In summary, the overall time complexity of the algorithm is the product
of the complexities of the outer and inner loops, and the traversal

operations, 𝑂(𝑞 ⋅ 𝑡 ⋅ 𝑛). Here, 𝑞 is the attribute numbers of data tables, 𝑡
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Algorithm 2: Precise fusion algorithm.

Input : 𝑀𝑠𝐷𝑇 = (𝑂, {𝑎𝑗𝑖 , 𝑖 = 1, 2,… , 𝑞, 𝑗 =
1, 2,… , 𝑡}

⋃

𝑑, {𝑓 (𝑜, 𝑎) ∣ 𝑜 ∈ 𝑂, 𝑎 ∈ 𝐴}, {𝑔(𝑜, 𝑑) ∣ 𝑜 ∈
𝑂}).

Output : Tuple data or interval-value data.
1 begin
2 for 𝑖 = 1 ∶ 𝑞 do

// First, use Definition 3.4 to process the
data with labels in preparation for
generating the SbT.

3 𝑡𝑢𝑝𝑙𝑒𝑙𝑖𝑠𝑡 = 𝑁𝑈𝐿𝐿
4 for 𝑗 = 1 ∶ 𝑡 do
5 build 𝑆𝑏𝑇𝑖
6 end

// Perform a deep travel on the 𝑆𝑏𝑇𝑖.
7 𝑞𝑢𝑒𝑢𝑒 = 𝑆𝑏𝑇𝑖.𝑟𝑜𝑜𝑡
8 while queue exist do
9 𝑛𝑜𝑑𝑒 = 𝑞𝑢𝑒𝑢𝑒.𝑝𝑜𝑝
10 𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 = 𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛
11 𝑞𝑢𝑒𝑢𝑒.𝑝𝑢𝑠ℎ(𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛)
12 for 𝑘 ∈ 𝑞𝑢𝑒𝑢𝑒 do
13 if the sample corresponding to k is consistent with

the attribute then
14 retrieve 𝑘 into tuplelist and remove 𝑘 from

the queue
15 end
16 end
17 end

// Retrieve tuple data result.
18 for 𝑘 ∈ 𝑡𝑢𝑝𝑙𝑒𝑙𝑖𝑠𝑡 do
19 retrieve the value corresponding to each object

under this attribute
20 end

// Retrieve interval-valued data result.
21 for k in tuplelist do
22 retrieve the value from min to max in minist scale

corresponding to each object under this attribute
23 end
24 end
25 end
return : Tuple data result or interval-valued data result.
// The interval value is the maximum and minimum

values corresponding to the tuple converted
to the finest scale value.

is the scale numbers of each attribute, 𝑛 is the total number of nodes in
the SbT. Therefore, the algorithm’s time complexity is 𝑂(𝑞 ⋅ 𝑡 ⋅ 𝑛), where
the specific value of 𝑛 depends on the structure of the SbT and how the
data is processed.

Example 3.2. In Table 3, a tree structure is employed, utilizing depth
search to find the most suitable fusion results for each attribute, starting
from the coarsest scale. 𝑎1 is initially selected: at the third scale,
decision values are unique for instances with attribute value 3, thus
halting the search. At the second scale, apart from instances where the
search stopped, decision values for attribute value 1 are unique, also
leading to the search stopping. Moving on to examine values at the first
scale, decision values for attribute value 2 remain non-unique. Since
the finest scale has been reached, values at this scale are chosen for all
other instances. This completes the selection process for 𝑎1. 𝑎2 and 𝑎3
follow the same process, with the selection process displayed in Fig. 4,
and the results of the precise fusion are shown in Table 4.
7 
Fig. 4. The selection chart.

Table 4
Results of Example 3.2.

Objects 𝑎1 𝑎2 𝑎3
𝑥1 2 3 0
𝑥2 3 3 0
𝑥3 2 1 0
𝑥4 2 2 1
𝑥5 3 1 0
𝑥6 2 1 0
𝑥7 1 2 2
𝑥8 1 1 0
𝑥9 2 2 0
𝑥10 1 0 3

4. Experimental analysis

To validate the efficiency of the proposed fusion method, compar-
ative experiments were conducted on ten datasets obtained from the
UCI database (https://archive.ics.uci.edu/ml/index.php). The detailed
information on these datasets is provided in Table 5. The experimental
procedures were carried out on a personal computer with specific hard-
ware and software configurations, as described in Table 6. It is widely
acknowledged that MsDT and Ms-MsDT cannot be directly obtained
from any common databases. The simulation method can be borrowed
from [41] to transform real datasets into Ms-MsDT and MsDT. In the
comparison of multi-source fusion methods, using hierarchical clus-
tering based on the number of decision attributes number, with each
attribute set to have a maximum scale quantity of 𝑠𝑐𝑎𝑙𝑒𝑚𝑎𝑥 = 2 ∗ 𝑛𝑢𝑚(𝑑)
and a minimum scale quantity of 𝑠𝑐𝑎𝑙𝑒𝑚𝑖𝑛 = ⌊𝑛𝑢𝑚(𝑑)∕2⌋ + 1. Each
attribute’s range of cluster numbers is from 𝑠𝑐𝑎𝑙𝑒𝑚𝑖𝑛 to 𝑠𝑐𝑎𝑙𝑒𝑚𝑎𝑥, and the
number of clusters for each attribute is set to [𝑠𝑐𝑎𝑙𝑒𝑚𝑖𝑛 + 1, 𝑠𝑐𝑎𝑙𝑒𝑚𝑎𝑥].
𝑛𝑢𝑚(𝑑) can be used to define the number of sources. The multi-scale
data for each attribute was randomly shuffled and unevenly distributed
to different sources, Moreover, the initial attribute data was randomly
inserted into one of the sources. With these two steps, the generation
of Ms-MsDT was completed. For the comparison of precise fusion with
optimal scale, we similarly used the method from [41] to generate
multi-scale data and set the scale cluster number to one less than the
number of distinct values of the attribute.

Due to the inability of existing methods to perform multi-source
multi-scale fusion simultaneously, separate comparisons between multi-
source fusion methods and multi-scale selection methods can be con-
ducted and evaluated the effectiveness of our proposed approach.

https://archive.ics.uci.edu/ml/index.php
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Table 5
The detailed presentation of datasets.

No. Datasets Abbreviations Objects Attributes Classes

1 Tae Tae 151 5 3
2 Automobile Automobile 159 18 4
3 Wine Wine 178 13 3
4 Auto MPG AM 398 7 3
5 Wine Quality-red WQR 1599 11 6
6 Wine Quality-white WQW 4898 11 7
7 Page Blocks Classification PBC 5473 10 5
8 Shill Bidding Dataset SBD 6321 9 2
9 Apartments for Rent Classified ARC 10 000 6 3
10 HTRU2 HTRU2 17 898 8 2
Fig. 5. Fusion time comparison chart.
Table 6
The running environment of experiments.

Name Model Parameter

CPU Intel (R) Core (TM) i7 - 13700H 2.40 GHz
Platform Python 3.10
System Windows11 64 bit
Memory DDR5 32 GB

4.1. The analysis of fusion method

To validate the effectiveness of our proposed fusion method in terms
of time and accuracy, which is compared with two state-of-the-art
fusion methods, method in [22] and method in [23].

(1) Zhang et al.’s method [22]: This new information fusion method
is based on tolerance relations. It measures information sources
and attributes by defining a new conditional entropy through
tolerance relations and performs fusion on incomplete systems.

(2) Xu et al.’s method [23]: This information fusion method is based
on fuzzy dominance relations. It measures information sources
and attributes by defining a new fuzzy dominance conditional
entropy and performs fusion on ordered information systems.

First, we evaluated the runtime of our method across ten datasets
and compared it with Zhang et al.’s and Xu et al.’s methods. The
results indicate that our method consistently achieved the fastest test
runtime. Specifically, for the Tae, Automobile, Wine, and AM datasets,
the runtime of our method was under 1 s. On the largest dataset,
HTRU2, our method took 144.32 s. In contrast, Xu et al.’s method was
the slowest, with a runtime exceeding 3000 s on the HTRU2 dataset.
These results are detailed in Table 7 and Fig. 5.

Next, a detailed comparison of Approximation Precision (AP) and
Approximation Quality (AQ) among the three fusion methods was con-
ducted (see Definition 2.2 for specifics). AP and AQ are key indicators
in rough set theory used to evaluate the importance of data, and they
are crucial for assessing the accuracy and quality of data fusion results.
In this study, the distance relation 𝑅𝛼 = (𝑥, 𝑦) ∈ 𝑂 × 𝑂 ∣ 𝑑𝑖𝑠(𝑥,𝑦)

max𝑧∈𝑂 𝑑𝑖𝑠(𝑥,𝑧) ⩽
𝛼, defined by Xu et al. [23], was used as a baseline, where 𝑑𝑖𝑠(𝑥, 𝑦)
denotes the distance between 𝑥 and 𝑦. It systematically adjusted the
8 
alpha parameter 𝛼 within the range of 0.05 to 0.5 with a step size of
0.05, and performed a total of ten independent measurements. Through
these experiments, we observed that lower alpha values are generally
associated with higher performance of our proposed fusion method in
terms of AP and AQ. Specifically, lower alpha values help enhance
our method’s precision and overall quality, highlighting our approach’s
superiority under different parameter settings.

In the experiments with the Tae dataset, our method did not surpass
those of Zhang et al. and Xu et al. Specifically, although our algorithm
showed some effectiveness, its performance did not exceed that of the
two existing methods, which might be due to differences in dataset
characteristics and algorithm adaptability. For the AM dataset, our
method showed lower precision and quality when alpha values were
below 0.4, while Zhang et al.’s method performed better in these
metrics. However, our method still outperformed Xu et al.’s method in
this scenario, indicating competitive performance under certain alpha
settings. As alpha values increased, our method’s precision and quality
approached Zhang et al.’s level, demonstrating good adaptability and
stability across different alpha settings. In the remaining seven datasets,
our method achieved comparable precision and quality compared to
Zhang et al.’s method at lower alpha values and performed better to
Xu et al.’s method. This suggests that our method effectively utilizes
lower alpha values for data fusion to match or exceed existing methods.
Although minor performance differences occasionally appeared with
increasing alpha values, these were not significant, and overall trends
are detailed in Tables 8, 9 and Figs. 6, 7. Overall, our method offers
comparable fusion results to other methods while significantly improv-
ing computational efficiency, indicating it not only matches existing
technology but also brings substantial advancements in computational
performance.

4.2. The analysis of scale selection

In addition to comparing with state-of-the-art fusion-related meth-
ods, we also conducted classifier comparisons. Initially, processing
the dataset following the method in [41] transforming the original
dataset into a multiscale decision information table, the scale details
can be found in Table 10. our method is named OSS (processed using
Algorithm 2),three derived datasets can be compared.
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Table 7
Fusion time comparison.

Methods Tae Automobile Wine AM WQR WQW PBC SBD ARC HTRU2

Our method 0.09 0.20 0.09 0.22 3.10 30.26 30.81 19.90 40.29 144.35
Xu et al.’s method 0.41 1.22 0.77 1.80 44.52 529.54 462.48 345.86 879.14 –
Zhang et al.’s method 0.09 0.43 0.17 0.36 15.645 175.41 195.63 95.98 243.34 728.67

The ‘–’ symbol indicates a runtime exceeding 3000 s.
Table 8
Comparison of AP for our method, Xu et al.’s method and Zhang et al.’s method.

Datasets Methods 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50

Tae
Our method 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.05 0.00
Xu et al.’s method 0.26 0.26 0.26 0.26 0.26 0.26 0.26 0.26 0.01 0.00
Zhang et al.’s method 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.01 0.01

Automobile
Our method 1.00 1.00 1.00 1.00 0.85 0.85 0.83 0.62 0.39 0.20
Xu et al.’s method 1.00 1.00 1.00 1.00 0.82 0.81 0.69 0.50 0.33 0.18
Zhang et al.’s method 1.00 1.00 1.00 1.00 0.85 0.85 0.71 0.71 0.48 0.26

Wine
Our method 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98
Xu et al.’s method 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.88
Zhang et al.’s method 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98

AM
Our method 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.21 0.21 0.21
Xu et al.’s method 0.36 0.36 0.36 0.36 0.36 0.36 0.36 0.18 0.18 0.18
Zhang et al.’s method 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.21 0.21 0.21

WQR
Our method 0.81 0.81 0.81 0.81 0.81 0.81 0.38 0.38 0.09 0.09
Xu et al.’s method 0.69 0.69 0.69 0.69 0.69 0.69 0.23 0.23 0.05 0.05
Zhang et al.’s method 0.81 0.81 0.81 0.81 0.81 0.81 0.39 0.39 0.10 0.10

WQW
Our method 0.83 0.83 0.83 0.83 0.83 0.83 0.35 0.35 0.07 0.07
Xu et al.’s method 0.76 0.76 0.76 0.76 0.76 0.76 0.29 0.29 0.05 0.05
Zhang et al.’s method 0.83 0.83 0.83 0.83 0.83 0.83 0.36 0.36 0.07 0.07

PBC
Our method 0.15 0.15 0.15 0.15 0.15 0.15 0.13 0.06 0.06 0.03
Xu et al.’s method 0.09 0.09 0.09 0.09 0.09 0.09 0.08 0.05 0.05 0.01
Zhang et al.’s method 0.15 0.15 0.15 0.15 0.15 0.15 0.13 0.06 0.06 0.03

SBD
Our method 0.99 0.99 0.99 0.99 0.99 0.99 0.70 0.70 0.70 0.22
Xu et al.’s method 0.96 0.96 0.96 0.96 0.96 0.96 0.55 0.48 0.48 0.04
Zhang et al.’s method 0.99 0.99 0.99 0.99 0.99 0.99 0.70 0.70 0.70 0.22

ARC
Our method 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.01 0.01
Xu et al.’s method 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Zhang et al.’s method 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.01 0.01
Table 9
Comparison of AQ for our method, Xu et al.’s method and Zhang et al.’s method.

Datasets Methods 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50

Tae
Our method 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.12 0.01
Xu et al.’s method 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.04 0.01
Zhang et al.’s method 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.04 0.04

Automobile
Our method 1.00 1.00 1.00 1.00 0.92 0.92 0.91 0.77 0.58 0.36
Xu et al.’s method 1.00 1.00 1.00 1.00 0.90 0.89 0.82 0.69 0.53 0.35
Zhang et al.’s method 1.00 1.00 1.00 1.00 0.92 0.92 0.83 0.83 0.66 0.44

Wine
Our method 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99
Xu et al.’s method 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.94
Zhang et al.’s method 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99

AM
Our method 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.43 0.43 0.43
Xu et al.’s method 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.39 0.39 0.39
Zhang et al.’s method 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.43 0.43 0.43

WQR
Our method 0.90 0.90 0.90 0.90 0.90 0.90 0.59 0.59 0.23 0.23
Xu et al.’s method 0.83 0.83 0.83 0.83 0.83 0.83 0.43 0.43 0.13 0.13
Zhang et al.’s method 0.90 0.90 0.90 0.90 0.90 0.90 0.60 0.60 0.24 0.24

WQW
Our method 0.91 0.91 0.91 0.91 0.91 0.91 0.56 0.56 0.17 0.17
Xu et al.’s method 0.87 0.87 0.87 0.87 0.87 0.87 0.50 0.50 0.13 0.13
Zhang et al.’s method 0.91 0.91 0.91 0.91 0.91 0.91 0.57 0.57 0.18 0.18

PBC
Our method 0.32 0.32 0.32 0.32 0.32 0.32 0.29 0.21 0.20 0.11
Xu et al.’s method 0.25 0.25 0.25 0.25 0.25 0.25 0.23 0.18 0.18 0.03
Zhang et al.’s method 0.32 0.32 0.32 0.32 0.32 0.32 0.29 0.21 0.20 0.11

SBD
Our method 1.00 1.00 1.00 1.00 1.00 1.00 0.82 0.82 0.82 0.36
Xu et al.’s method 0.98 0.98 0.98 0.98 0.98 0.98 0.71 0.65 0.65 0.07
Zhang et al.’s method 1.00 1.00 1.00 1.00 1.00 1.00 0.82 0.82 0.82 0.36

ARC
Our method 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.02 0.02
Xu et al.’s method 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.00
Zhang et al.’s method 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.02 0.02
9 
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Fig. 6. Comparison of AP in nine datasets.
Fig. 7. Comparison of AQ in nine datasets.
(1) RAW (original dataset)
(2) CS (coarsest scale chosen from each attribute in the multiscale

table)
(3) FS (finest scale chosen from each attribute in the multiscale

table)

A ten-fold cross-validation method was employed to ensure the reli-
ability of model evaluation, and the performance of three widely used
classifiers, K-Nearest Neighbors (KNN), Support Vector Machine (SVM),
and Multi-Layer Perceptron (MLP), was systematically compared. For
the KNN classifier experiments, Euclidean distance was used as the
metric, and the value of 𝑘 was adjusted according to the characteristics
of each dataset. The results indicated that the classification accuracy
10 
achieved with the OSS method was the same as that with the FS method
across all datasets, demonstrating that our method can maintain clas-
sification performance comparable to the finest scale (FS) even with
slightly lower data precision. It is noteworthy that on the ARC dataset,
the accuracy of the OSS method was lower than that of the RAW
dataset, suggesting a potential correlation between data processing
methods and classification results. Additionally, on the other eight
datasets, the OSS method consistently outperformed both the RAW and
CS datasets, further validating its effectiveness. In the evaluation of the
SVM classifier, the OSS method demonstrated comparable classification
accuracy to the FS method, with both outperforming the RAW and CS
datasets. This result indicates that our OSS method exhibits excellent
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Fig. 8. The fusion comparison for RAW, CS, and OSS on three different classifiers.
Table 10
The number of scales set for different datasets.

Dataset Scales

Tae 1 × 3 × 3 × 1 × 4
Automobile 5 × 1 × 1 × 5 × 5 × 5 × 4 × 5 × 4 × 6 × 5 × 7 × 2 × 4 × 4 × 5 × 5 × 5
Wine 4 × 4 × 6 × 5 × 6 × 4 × 4 × 4 × 5 × 5 × 5 × 3 × 4
AM 4 × 2 × 3 × 4 × 4 × 5 × 3
WQR 6 × 7 × 5 × 10 × 10 × 6 × 5 × 7 × 8 × 8 × 6
WQW 10 × 10 × 10 × 7 × 14 × 9 × 9 × 7 × 7 × 7 × 5
PBC 16 × 4 × 13 × 12 × 5 × 5 × 6 × 18 × 15 × 13
SBD 5 × 7 × 2 × 2 × 3 × 2 × 2 × 2 × 3
ARC 12 × 9 × 2 × 2 × 16 × 12
HTRU2 7 × 10 × 9 × 11 × 7 × 5 × 8 × 11

performance with the SVM classifier. In the MLP classifier experiments,
we configured each hidden layer with 30 neurons and performed up to
500 iterations to ensure the model could fully adapt to all datasets.
The experimental results showed that on the ARC dataset, the accuracy
of the OSS method was slightly lower than that of the RAW dataset
but comparable to the FS method, while on other datasets, the OSS
method outperformed both RAW and CS datasets. Overall, among the
three classifiers, the OSS method showed the most outstanding perfor-
mance on the Wine dataset, demonstrating its significant advantage in
classification performance.

The FS method consistently selects the finest scale of data, which
provides the highest information quality and densest features, result-
ing in superior performance in classification tasks. However, the OSS
method simplifies data storage by extracting from the raw data, making
data processing more manageable. Although the extracted information
from OSS is slightly less than that from FS, it is still superior to that
from the CS method. This indicates that the OSS method achieves
a good balance between information density and classification accu-
racy. Experimental results further validate the effectiveness of the OSS
method. Despite the OSS method extracting less information than FS, it
can still achieve the same classification accuracy in practical applica-
tions. This result shows that the OSS method, during scale selection
11 
optimization, effectively retains key information and maintains high
classification performance. Therefore, the OSS method provides a more
streamlined data processing solution compared to FS, demonstrating
significant effectiveness and potential in practical applications. Detailed
comparison results of various classifiers can be found in Tables 11–13,
and Fig. 8 for a deeper understanding of the performance differences
between methods.

In addition, we conducted hypothesis testing. For the OSS and
FS methods, 𝜒2-tests are performed across three different classifiers:
KNN, SVM, and MLP, to evaluate the effects of these methods. The
𝜒2-statistic represents the measure of deviation between observed and
expected data within each classifier. The 𝑃 -value indicates the results
of the 𝜒2-tests for each classifier, measuring the significance of the
statistical hypothesis test. A 𝑃 -value greater than the significance level
(typically 0.05) indicates failure to reject the null hypothesis. Here,
all classifiers have 𝑃 -values of 1.0, suggesting that neither classifier
significantly affects the distribution of the data due to the feature
selection methods. The degrees of freedom (𝐹 ) column displays 8 for
all classifiers, representing the degrees of freedom used in the 𝜒2 dis-
tribution to calculate the 𝑃 -values. Furthermore, 𝑇 -tests are conducted
to comparing the OSS method with raw data (RAW) across the three
different classifiers (KNN, SVM, MLP). The 𝑇 -statistic measures the
statistical difference in means between OSS and RAW data for each
classifier. The 𝑃 -value is an indicator of the hypothesis test’s results;
a 𝑃 -value less than the significance level (typically 0.05) suggests
rejecting the null hypothesis. For example, the SVM classifier has a
𝑃 -value of 3.64 × 10−3 which is much less than 0.05, indicating a
significant difference in means between OSS and RAW data when using
the SVM classifier. In summary, our integrated classification accuracy
shows a significant difference compared to the original classification
accuracy. These results will be displayed in Tables 14, 15 .

5. Conclusions

Research on multi-source and multi-scale fusion is of great academic
significance. Multi-source fusion involves gathering essential data from
Table 11
Comparison of different scale selection methods under the KNN classifier.

Method Tae Automobile Wine AM WQR WQW PBC SBD ARC HTRU2

RAW 43.04 ± 1.88 39.62 ± 1.09 66.41 ± 1.0 68.87 ± 0.58 52.78 ± 0.18 46.35 ± 0.04 92.55 ± 0.01 93.39 ± 0.01 98.69 ± 0.0 97.21 ± 0.0
CS 42.92 ± 1.09 26.62 ± 2.18 31.96 ± 1.37 63.49 ± 0.43 4.07 ± 0.03 3.41 ± 0.01 90.92 ± 0.01 96.17 ± 0.01 29.99 ± 0.01 90.84 ± 0.01
FS 52.92 ± 1.42 54.79 ± 1.65 95.49 ± 0.17 70.4 ± 0.2 58.98 ± 0.09 53.16 ± 0.03 93.28 ± 0.01 96.36 ± 0.01 73.96 ± 0.02 97.36 ± 0.0
OSS 52.92 ± 1.42 54.79 ± 1.65 95.49 ± 0.17 70.4 ± 0.2 58.98 ± 0.09 53.16 ± 0.03 93.28 ± 0.01 96.36 ± 0.01 73.96 ± 0.02 97.36 ± 0.0
Table 12
Comparison of different scale selection methods under the SVM classifier.

Method Tae Automobile Wine AM WQR WQW PBC SBD ARC HTRU2

RAW 39.58 ± 2.19 37.67 ± 1.68 80.46 ± 0.98 65.53 ± 0.48 47.42 ± 1.13 37.44 ± 0.63 91.58 ± 0.44 97.74 ± 0.0 58.9 ± 0.85 97.16 ± 0.02
CS 48.92 ± 1.58 44.08 ± 0.75 47.81 ± 0.87 62.47 ± 0.3 42.59 ± 0.12 37.67 ± 1.72 90.97 ± 0.01 96.2 ± 0.01 38.75 ± 1.16 90.86 ± 0.01
FS 52.25 ± 1.72 59.83 ± 1.14 96.63 ± 0.26 69.4 ± 0.22 57.04 ± 0.09 50.88 ± 0.05 93.77 ± 0.01 97.17 ± 0.01 75.05 ± 0.05 97.56 ± 0.0
OSS 52.25 ± 1.72 59.83 ± 1.14 96.63 ± 0.26 69.4 ± 0.22 56.73 ± 0.1 50.92 ± 0.05 93.75 ± 0.01 97.17 ± 0.01 74.98 ± 0.05 97.56 ± 0.0
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Table 13
Comparison of different scale selection methods under the MLP classifier.

Method Tae Automobile Wine AM WQR WQW PBC SBD ARC HTRU2

RAW 45.04 ± 1.14 30.38 ± 2.15 60.07 ± 1.79 51.7 ± 4.16 57.85 ± 0.24 49.06 ± 0.11 94.39 ± 0.01 99.51 ± 0.0 90.76 ± 0.21 97.77 ± 0.0
CS 48.33 ± 1.32 37.58 ± 1.21 28.56 ± 1.18 62.72 ± 0.41 39.84 ± 0.14 44.86 ± 0.07 90.9 ± 0.01 96.17 ± 0.01 54.08 ± 0.02 90.84 ± 0.01
FS 56.92 ± 1.11 62.29 ± 0.76 93.76 ± 0.23 65.82 ± 0.31 58.41 ± 0.16 53.21 ± 0.05 94.67 ± 0.01 98.31 ± 0.0 76.11 ± 0.03 97.62 ± 0.0
OSS 56.92 ± 1.11 62.29 ± 0.76 93.76 ± 0.23 65.82 ± 0.31 58.41 ± 0.16 53.21 ± 0.05 94.67 ± 0.01 98.31 ± 0.0 76.11 ± 0.03 97.62 ± 0.0
Table 14
Perform a 𝜒2-test for OSS and FS.

Classifier 𝜒2 statistic 𝑃 -value 𝐹

KNN 4.05 × 10−29 1.0 8
SVM 8.08 × 10−4 1.0 8
MLP 4.00 × 10−29 1.0 8

Table 15
Perform a 𝑇 -test for OSS and RAW.

Classifier 𝑇 -statistic 𝑃 -value

KNN −1.11 0.29
SVM −3.89 3.64 × 10−3

MLP −1.67 0.12

multiple sensors, while multi-scale methods allow for selective process-
ing of data at various levels of granularity, catering to specific needs.
This paper proposes a supervised fusion framework based on Ms-MsDT,
utilizing the information gain function from decision trees. Firstly,
our proposed information gain function helps swiftly identify critical
scales for data filtering. Subsequently, employing depth-first search
with scale trees enables efficient reverse selection of data. Furthermore,
we conduct comparative experiments across ten datasets against vari-
ous state-of-the-art fusion methods and scale selection techniques. The
effectiveness and efficiency of our proposed multi-source and multi-
scale fusion approach are well-validated. Although we have integrated
tree structures with multi-scale tables, the proposed fusion framework
has several limitations. First, its current processing capabilities are
primarily limited to categorical and numerical data, and it has not yet
been extended to handle other data types. Second, although the fusion
process demonstrates relative advantages in terms of time efficiency,
the tree-based structure used may lead to significant space consumption
when dealing with large-scale datasets. Additionally, the framework
has not yet incorporated state-of-the-art deep learning techniques in
the reverse data selection process, missing the opportunity to leverage
these methods for enhancing fusion accuracy. Future work should
explore cutting-edge areas like granular computing and deep learn-
ing, integrate with adaptive boosting in ensemble learning, and delve
deeper into the fusion mechanisms of multi-source and multi-scale
tables.
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