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Abstract: Traditional attribute reduction based on discernibility information tree (DIT) is proposed under the equivalence
relation, which effectively realises the compression and storage of discernible matrix. However, it has not been studied whether
it is applicable under the dominant relation. In this study, under the background of an interval-valued ordered information
system, the improved DIT (IDIT) based on a discernible matrix is constructed by combining the core attributes and attribute
significance. Furthermore, the compressed storage of the discernible matrix is realised. Moreover, only one reduction of the
information system can be found through traditional DIT. By changing the ranking order of attributes in the information system,
this study finds all reductions in the interval-valued ordered information system by the IDIT.

1 Introduction
Rough set theory was founded in the 1980s by Pawlak [1], a
professor of Warsaw University of Technology and academician of
the Polish Academy of Sciences. After more than 30 years of rapid
development, a relatively complete theoretical system has been
formed [2–7], and a very rich application research results have
been achieved. In particular, compared with other methods, a rough
set theory is more suitable for dealing with uncertainties contained
in information systems. At present, the rough set has been
successfully applied in many fields, such as industrial control [8],
biomedicine [9], fault diagnosis [10], market forecasting [11] etc.
Rough set theory has developed rapidly and achieved fruitful
results in recent years. Chinese scholars have also made important
systematic research results [12–15], which have attracted the
attention of foreign counterparts. The extension of rough set has
two aspects, one is the extension of theory, the other is the
extension of application. The extension of the theory is based on
the extension of equivalence relation [16], approximated set and
inclusion operator [5]. The extension of the application is mainly
based on the extension of attribute reduction method and pattern
classification.

Attribute reduction is an important research topic in rough set
theory. Generally speaking, knowledge (attributes) in the
knowledge base (information system) is not equally important;
even some conditional attributes are redundant. The existence of
redundancy, on the one hand, is a waste of resources (need storage
space and processing time); on the other hand, it is not conducive
to people to make correct and concise decisions. Attribute
reduction simply seeks to delete irrelevant or unimportant
attributes while keeping the classification and decision-making
ability of the knowledge base unchanged. Many researchers have
done this work [17–20]. At present, there are many attribute
reduction algorithms based on rough sets, many of which are
heuristic methods. Most heuristic algorithms select attributes
according to the importance of attributes. According to the
different measurement methods of attribute importance, the
existing algorithms can be divided into three categories. The first
one is based on the discernible matrix (DM), in which the
importance of attributes is measured by the frequency of attributes
appearing in the DM. The second one is based on Pawlak's concept
of attribute importance, which defines attribute importance from an
algebraic point. The third method is based on information entropy,
which uses information entropy to describe attribute importance

[21]. In [22], attribute reduction algorithms based on DM,
information entropy, distribution, maximum distribution,
approximation, and positive regions are studied, and their
relationships are obtained. Most of these reduction algorithms are
based on positive regions. Recently, some reduction algorithms
based on boundary regions have been proposed [23–26].

In addition to the heuristic method, the discernibility matrix
also provides a good idea for attribute reduction. The discernibility
matrix concentrates the discernibility information of all attributes
in the information system into a matrix. A discernibility matrix
obtained by an information system under equivalence relation is a
symmetric matrix with empty diagonal, but it does not satisfy the
symmetry if the discernibility matrix under dominance relation.
The discernibility matrix was proposed by Skowron and Rauszer
[27]. At present, many excellent attribute reduction methods have
been proposed based on discernibility matrix and discernibility
function. Based on the discernibility matrix, an attribute reduction
method was proposed by Konecny in concept lattices [28]. Based
on discernibility matrix simplification, a reduct construction
method was proposed by Yao and Zhao [29]. Dai et al. [30]
proposed maximal discernibility pairs based approach to attribute
reduction in fuzzy rough sets. In order to simplify the discernibility
function of a decision table, Liang et al. [31] proposed a method of
sample pair selection based on rough set. It was found that only the
minimal elements in the discernibility matrix were employed to
find reductions. Du and Hu [32] presented a theoretical method
based on the discernibility matrix to enumerate all reducts and a
practical approach on the basis of significance to find one reduct.
Zhang et al. [33] proposed the attribute reduction method in
concept lattice. Also, using the idea similar to Skowron and
Rauszer's discernibility matrix, the discernibility matrix and
function of a concept lattice were defined. However, when the
number of objects or attributes increases, the storage cost of the
discernibility matrix is too high. In order to effectively reduce the
storage cost of the discernibility matrix, after introducing the
concentrate tree (C-Tree), Yang and Yang [34] proposed the
attribute reduction algorithm based on C-Tree, which stores every
non-empty element of the discernibility matrix on the
corresponding path of C-Tree. In order to satisfy the dynamic
change of information system, the improved algorithm of C-Tree
was given in [35], which effectively reduces the storage cost. In
order to satisfy the dynamic change of information system, Yang
and Jing [36] proposed an incremental updating algorithm based on
C-Tree. The C-tree in [34] mainly achieves compressed storage of
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discernibility matrix by eliminating repetitive elements, but it can't
eliminate the redundant parent set elements. In order to eliminate
redundant parent set elements, Jiang [37] proposed a discernibility
information tree (DIT). Later, the core attributes and the
importance of attributes were introduced to improve the DIT [38].
However, all these studies are based on the equivalence relation,
and the DIT can only be a reduction of the information system.
Yang et al. [39] introduced a dominance relation to attribute
reduction based on DIT in the interval-valued ordered information
system. In this study, the attribute reduction method based on
improved DIT (IDIT) in the interval-valued ordered information
system is studied by introducing core attributes and attribute
importance. Further compression and storage of DM are realised,
and the disadvantage that only one reduction can be obtained
through DIT is solved.

The structure of this paper is divided into the following parts:
the introduction section mainly introduces the work done by
predecessors related to this topic and the motivation of our research
on this topic. In Section 2, the basic knowledge of attribute
reduction and DIT is introduced. In Section 3, we study the
construction of DIT in the initial order and other order and propose
an improved algorithm for the construction of DIT in the interval-
valued ordered information system based on the core attributes and
the importance of attributes. In Section 4, an attribute reduction
algorithm based on improved DIT is presented, and all attribute
reduction of the interval-valued information system is solved by
changing the ranking order of attributes. The conclusion of this
paper is given in Section 5.

2 Preliminaries
In this section, we briefly introduce some basic concepts about
attribute reduction, distinguish matrix, distinguish function,
attribute reduction of the interval-valued ordered information
system, and DIT.

2.1 Attribute reduction

In the knowledge base, K = U, R , deleting some relations does
not weaken its classification ability. For example, when a doctor
treats a patient, he does not require a patient to have a general
examination before drawing a conclusion. If a doctor does that, it
will inevitably delay the patient's time and greatly increase the
patient's medical expenses. This shows that some relationships in
the knowledge base are redundant. In the process of knowledge
processing, these redundant relationships will inevitably lead to
unnecessary computational load. Therefore, we need to delete these
redundant relations before knowledge processing, and then reduce
the computational load.

Let R be a family of equivalence relations and r ∈ R. If
ind R = ind R − r , then r is called an unnecessary relation in
R, otherwise r is called a necessary relation in R. If each r ∈ R is
necessary, then R is called independent, otherwise, R is not
independent. Let P ⊆ R, if P is independent and ind P = ind R ,
then P is called a reduction of R.

The intersection of all reductions of R constitutes the core of R,
i.e. Core R = ⋂Red(R), where Core R  denotes the core of R and
Red R  denotes all reductions of R.

It can be seen that the use of Core has two aspects: firstly, it can
be used as the basis of all reductions, because Core is included in
all reductions, and the calculation can be carried out directly;
secondly, it can be interpreted as a set of attributes that cannot be
deleted in attribute reduction.

2.2 Distinguish matrix and distinguish function

There are many advantages in using a discernibility matrix to
represent knowledge, especially it can calculate reduction and core
easily.

Let S = U, A, V , f  be a knowledge representation system,
U = n. The distinguish matrix S is of n × n, and any element of S
is

α x, y = {a ∈ A f x, a ≠ f y, a } .

Therefore, α x, y  is a collection of all attributes that distinguish
object x from object y.

Next, a Boolean function is introduced, which is called a
discernible function and is represented by Δ. For each a ∈ A, we
specify a Boolean variable ‘a’. If a x, y = a1, a2, …, ak ≠ ∅, a
Boolean function a1 ∨ a2 ∨ ⋅ ⋅ ⋅ ∨ ak is specified and expressed in
∑a x, y ; if a x, y = ∅, a Boolean constant 1 is specified. The
discernible function can be expressed as follows:

Δ = ∏
x, y ∈ U × U

∑a x, y .

The discriminant function Δ has the following properties: all
conjunctions in the minimal disjunctive paradigm of function Δ are
all reductions of the attribute set A. In other words, the reduction is
a minimal subset of attributes of the entire attribute set and can
distinguish all objects.

It is easy to see that if B ⊆ A is a minimal subset satisfying
condition

B⋂a x, y ≠ ∅, ∀a x, y ≠ ∅,

then B is a reduction of A.
The Core is a set of all the individual elements in the

discernibility matrix, i.e.

Core A = {a ∈ A a x, y = a , x ∈ U, y ∈ U} .

2.3 Attribute reduction of interval-valued ordered information
system

In the interval-valued ordered information system IvOIS , attribute
reduction is to remove some unnecessary criteria from the
information system based on the interval-valued dominant relation,
obtain a minimum set of criteria, and simplify knowledge
expression.

The triple I = U, A, F  is called an information system, where
U is a finite set of objects, A is a finite set of conditional attributes,
F is a set of relations between U and A. If ∀ f ∈ F, a ∈ A, and
xi ∈ U have f xi, a = aL xi , aU xi ], then I = U, A, F  is the
interval-valued information system, where both aL xi  and aU xi

are real numbers and satisfy aL xi ≤ aU xi ; f xi, a  is the attribute
value of object xi under attribute a and f xi, a  is an interval
number. When aL xi = aU xi , the attribute value f xi, a  is a real
number, so the interval value information system is a generalisation
of the single value information system.

Let I = U, A, F  be an interval-valued information system. For
any a ∈ A, the attribute values in the interval-valued information
system can be compared. Then two definitions are given

f xi, a ⊴ f xi, a ⇔ ∀a ∈ A

× aL xi ≤ aL xj , aU xi ≤ aU xj ,
f xi, a ⊵ f xi, a ⇔ ∀a ∈ A

× aL xi ≥ aL xj , aU xi ≥ aU xj ,

where ⊴ and ⊵ can construct increasing and decreasing partial
orders, respectively, in the interval-valued information system. If
the range of an attribute in the interval value information system is
increasing or decreasing, it is called the criterion. In this study, we
consider the case that the dominant relation is composed of
increasing partial order, and the case of decreasing partial order can
be given in the same way. I = U, A, F  is called IvOIS if all
conditional attributes in the interval-valued information system are
criteria, recorded as I≥.

In the IvOIS, A is the criterion set. ∀a ∈ A, existing advantage
relation ‘≥a’, xj ≥a xi denotes that xj is better than xi about a. Then,
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we can have xj ≥A xi ⇔ ∀a ∈ A xj ≥a xi . The interval-valued
dominance relation RA

≥ is defined as follows:

RA
≥ = xi, xj ∈ U × U xj ≥a xi, ∀a ∈ A

= { xi, xj ∈ U × U ∀a ∈ A

× aL xi ≤ aL xj , aU xi ≤ aU xj } .

The interval dominance class [xi]A
≥  induced by interval-valued

dominance relationship RA
≥ is

[xi]A
≥ = {xj ∈ U xi, xj ∈ RA

≥}
= {xj ∈ U ∀a ∈ A

× aL xi ≤ aL xj , aU xi ≤ aU xj } .

Note 1: referring to different practical meanings, we can define
different interval dominance relations, such as

• RA
≥ 1 = { xi, xj ∈ U × U aU xi ≤ aL xj , ∀a ∈ A},

• RA
≥ 2 = { xi, xj ∈ U × U aL xi ≤ aL xj , ∀a ∈ A},

• RA
≥ 3 = { xi, xj ∈ U × U aU xi ≤ aU xj , ∀a ∈ A} .

Let

I≥ = U, A, F

be an IvOIS,

Dis ≥ A xi, xj = {a ∈ A xi, xj ∉ Ra
≥}

is the distinguishable attribute set of objects xi, xj in I≥ about RA
≥.

Record

Dis ≥ A = (DiseA xi, xj ) U × U ,

where Dis ≥ A is the DM of the object in I≥ with respect to RA
≥. In

particular, for any xi, xj ∈ U there are

Dis ≥ A xi, xi = ∅

and get:

Dis ≥ A xi, xj ⋂Dis ≥ A xj, xi = ∅ .

M ≥ A = ∧ { ∨ {a a ∈ Dis ≥ A xi, xj }}

is called the identifiable formula of I≥ for RA
≥. Next, according to

identifiable formula, the definition of attribute reduction in IvOIS
is shown as follows [40].
 

Definition 1: Let I≥ = U, A, F  be an IvOIS. The minimal
disjunctive paradigm corresponding to

M ≥ A = ∧ { ∨ {a a ∈ Dis ≥ A xi, xj }}

is defined as follows:

M ≥ min = ∨
k = 1

p
∧

s = 1

qk
as .

Note Bk = {as s = 1, 2, …, qk}, then {Bk k = 1, 2, …, p} is the set
of all reductions in the IvOIS I≥.

2.4 Discernibility information tree (DIT)

For the identifiable matrix corresponding to the IvOIS, any element
contained in the identifiable matrix is a subset of the condition
attributes in the information system. There are many redundant
repetitive elements and parent set elements in the given identifiable
matrix. These elements have no contribution to find the reduction,
but their existence occupies a lot of storage space and increases the
computational complexity of solving attribute reduction. In order to
realise the compression storage of the difference matrix without
losing the reduction information contained in the discernibility
matrix, a construction method of DIT based on a discernibility
matrix is proposed in [37]. Next, the definition of discernibility
information tree in reference [37] is shown as follows.
 

Definition 2: The DIT is an ordered tree. Each node in the tree
has at most A  sub-trees ( A  is the number of attributes in the
information system). The sub-trees of the DIT are ordered trees,
and the order cannot be arbitrarily reversed. The specific
definitions are as follows:

(1) Each node in the DIT is mainly composed of four parts: an
attribute name, a father pointer, a child pointer, and a homonym
pointer. The attribute name identifies the condition attribute
corresponding to the node; the father pointer points to the parent
node of the node; the child pointer points to the child node of the
node; the homonym pointer points to the node in the other path
having the same attribute name as the node.
(2) The attribute pointer header table consists of two parts: the
attribute name and the homonymous pointer. The attribute name
identifies the condition attribute corresponding to the entry; the
homonymous pointer points to the leftmost node that has the same
attribute name as the entry in the DIT.

Algorithm 1 (see Fig. 1) introduces the construction method of
DIT based on the discernibility matrix in the interval-valued
ordered information system in [37]. 

3 Construction of IDIT based on core attribute
and attribute significance
3.1 DIT constructed under the initial order of attributes

The initial order of attributes is an arrangement of conditional
attributes in the information system. In this study, the initial order
of attributes is defined as the left-to-right sequence S of
conditional attributes in the information system. Next, we have
given an illustrative example (Example 1) with the sequence: a, b,
c, d, and e, denoted by S = abcde .
 

Example 1: Given an interval-valued ordered information
system I≥ = U, AT , F  as shown in Table 1, where
U = u1, u2, …, u10 , AT = a, b, c, d, e . 

Let S = abcde . The DIT based on the DM is given by
Algorithm 1 (Fig. 1) as follows. Firstly, the root node of the DIT is
created, marked as ‘null'. Then, the DM of the interval-valued
ordered information system is calculated, and the results are shown
in Table 2. Finally, the elements in the DM (identifiable attribute
sets) are inserted into the tree. It should be noted that the elements
in the identifiable attribute set are arranged in sequence
S = abcde . The specific insertion process is as follows.

1. The path abce  corresponding to the first non-empty
identifiable attribute set a, b, c, e  in the identifiable matrix is
constructed and inserted into the DIT based on the DM.

2. For the second non-empty identifiable attribute set a, b, c, e ,
because the path abce  corresponding to a, b, c, e  already
exists in the DIT based on the distinguishable matrix, no new
path is constructed. Similarly, all identical distinguishable
attribute sets are mapped to the same path.

3. For distinguishable attribute set a, c , its corresponding path
ac  is created, which has the same prefix a  as path abce .
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4. For distinguishable attribute set d , its corresponding path d
is created.

5. For distinguishable attribute set A = a, b, c, d, e , its
corresponding path abcde  is created, which has the same
prefix abc  as path abce .

6. For distinguishable attribute set A = a, c, d , it completely
contains the distinguishable attribute set A = a, c

corresponding to path ac . Therefore, the non-extended path
strategy is adopted, and the node d is not constructed.

7. For distinguishable attribute set b, e , its corresponding path
b, e  is created.

As shown in Fig. 2, according to the distinguishable matrix in
Table 2, we construct a DIT based on the DM in the IvOIS. 

Fig. 1  Algorithm 1: construction of DIT based on the DM in interval-valued ordered information system
 

Table 1 An interval-valued ordered information system
U a b c d e
u1 1 [0, 1] 2 1 [1, 2]
u2 [0, 1] 0 [1, 2] 2 1
u3 [0,1] 0 [1, 2] 1 1
u4 0 0 1 2 1
u5 2 [1, 2] 3 [1, 2] [2, 3]
u6 [0, 2] [1, 2] [1, 3] [1, 2] [2, 3]
u7 1 1 2 1 2
u8 [1, 2] [1, 2] [2, 3] 2 [2, 3]
u9 [1,2] 2 [2, 3] [0, 2] 3
u10 2 2 3 [0, 1] 3

 

Table 2 Identifiable matrix of the interval-valued ordered information system in Table 1
Dis ≥ AT u1 u2 u3 u4 u5 u6 u7 u8 u9 u10

u1 ∅ a, b, c, e a, b, c, e a, b, c, e ∅ a, c ∅ ∅ d d
u2 d ∅ d a, c d d d ∅ d d
u3 ∅ ∅ ∅ a, c ∅ ∅ ∅ ∅ d d
u4 d ∅ d ∅ d d d ∅ d d
u5 AT a, b, c, e AT a, b, c, e ∅ a, c AT a, c a, c, d d
u6 AT a, b, c, e AT a, b, c, e ∅ ∅ AT ∅ d d
u7 b, e a, b, c, e a, b, c, e a, b, c, e ∅ a, c ∅ ∅ d d
u8 AT a, b, c, e AT a, b, c, e d a, c, d AT ∅ d d
u9 AT a, b, c, e AT a, b, c, e b, e a, b, c, e AT b, e ∅ d
u10 a, b, c, e a, b, c, e a, b, c, e a, b, c, e b, e a, b, c, e a, b, c, e a, b, c, e a, c ∅
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From Fig. 2, it appears that the DIT based on the DM has no
duplicate elements. Moreover, the distinguishable attribute sets
a, b, c, e , a, b, c, d, e  and a, c  share the prefix a , and the

distinguishable attribute sets a, b, c, e  and a, b, c, d, e  share the
prefix abc . Thus, the compressed storage of the identifiable
matrix is realised. However, in this section, only the construction
of the DIT based on the DM in the initial order is considered. The
construction of the DIT based on the DM under the other order of
attributes and its effect on the compression storage of the
difference matrix is not studied.

3.2 DIT constructed under the other order of attributes

For the identifiable matrix in Table 2, the elements in each
identifiable attribute set are arranged in sequence S = bcdea ,
S = cdeab , S = deabc , S = eabcd . The DITs based on the
identifiable matrix are obtained as shown in Fig. 3. 

Figs. 3a and b contain 13 nodes. Figs. 3c and d only contain
eight nodes. Obviously, from the perspective of storage cost, the
DIT in Fig. 3a or Fig. 3b is the worst, while the DIT in Fig. 3c or
Fig. 3d has the smallest size. As mentioned above, intuitively, we
can find that if the core attributes play a role in the construction of
DIT, the more compact the DIT is. In addition, we know that the

higher the frequency of the attributes that appear in the DM, the
more important the attribute is. Therefore, this study introduces the
construction of a DIT based on core attributes and the construction
of a DIT based on a new attribute ranking criterion, i.e. the order of
attributes is arranged in descending order of importance.

3.3 Construction of IDIT)

3.3.1 Construction of IDIT based on a core attribute: The core
of the interval-valued ordered information system is a subset of the
condition attribute set, which is recorded as Core A . It is the
intersection of all reductions in the information system. For the
discernible matrices, the union of all identifiable attribute sets only
containing one element constitutes the core of the information
system. For the DIT based on the DM, the union of the paths only
containing a single node in the tree constitutes the core of the
information system. As shown in Fig. 2, Core A = d . The
elements in Core A  are indispensable components for us to obtain
reductions. The reason why it is important is that if any element in
Core A  is deleted will affect the classification of the system.
Based on this, when constructing the DIT based on the DM, the
kernel is used as the heuristic information. We not only can
eliminate the paths that have been built in the tree that contain core

Fig. 2  DIT based on the DM in Table 2 under the initial order of attributes
 

Fig. 3  DIT based on the DM in Table 2 under the other orders of attributes
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attributes but also do not need to construct the path for the
discernible attributes set containing core attributes later than the
core attributes. The compressive storage of DM is further realised
compared with the method in [39].
 

Example 2: Based on Table 2 and Algorithm 2 (see Fig. 4), the
specific construction process of the IDIT based on core attribute is
given as follows. 

(1) The path abce  corresponding to the first non-empty
identifiable attribute set a, b, c, e  in the identifiable matrix is
constructed and inserted into the IDIT based on the DM.
(2) For the second non-empty identifiable attribute set a, b, c, e ,
because the path abce  corresponding to a, b, c, e  already exists
in the IDIT based on the distinguishable matrix, no new path is
constructed. Similarly, all identical distinguishable attribute sets are
mapped to the same path.
(3) For distinguishable attribute set a, c , its corresponding path
ac  is created, which has the same prefix a  as path abce .

(4) For distinguishable attribute set d , the number of elements in
d  is 1, so Core A = d. Then the path (d) is created.

(5) For distinguishable attribute set A = a, b, c, d, e , because
d ⊆ a, b, c, d, e , path abcde  is not created.
(6) For distinguishable attribute set A = a, c, d , because
d ⊆ a, b, c, d, e , path abcde  is not created.
(7) For distinguishable attribute set b, e , its corresponding path
b, e  is created.

Fig. 5 shows the IDIT constructed based on Algorithm 2
(Fig. 4) and Table 2. 

Compared with Fig. 2, the IDIT based on DM constructed in
Fig. 5 completely eliminates the parent set information of the core
attribute. Also, in the process of building the tree, all non-empty
elements in the identifiable matrix are not required to participate.
As in Example 2, when the element d in Core A  appears, the

discernible attribute sets containing d does not participate in
constructing the IDIT.

3.3.2 Construction of IDIT based on attribute significance: As
analysed in Section 3.3.1, the IDIT based on core attributes
completely eliminates the parent set information of core attributes,
but it cannot ensure that the parent set information of other
elements is deleted. Also, when we use a heuristic algorithm to get
a reduction, we tend to incorporate the more important attributes
into the reduction. So next we study the construction method of the
IDIT based on attribute significance.

In this study, attribute significance is defined as the frequency
of attributes appearing in the DM. Based on this, the corresponding
attributes in Table 2 are arranged in descending order of
significance as S = acdbe . Attribute significance indicates how
important an attribute is in the information system. The more
significance an attribute is, the higher its position in the
information system and vice versa. Then, from the process of the

Fig. 4  Algorithm 2: construction of IDIT based on core attributes
 

Fig. 5  IDIT based on the DM in Table 2 in the initial order of attributes
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IDIT, it can be known that after adding the attribute importance,
the more important the attribute in the IDIT is, the closer it is to the
root node. A further implementation realises the compressed
storage of the identifiable matrix.
 

Example 3: Based on Table 2 and Algorithm 3 (see Fig. 6), the
specific construction process of the IDIT based on attribute
significance is given as follows

(1) The path acbe  corresponding to the first non-empty
identifiable attribute set a, c, b, e  in the identifiable matrix is
constructed and inserted into the IDIT based on the DM.
(2) For the second non-empty identifiable attribute set a, c, b, e ,
because the path acbe  corresponding to a, c, b, e  already exists
in the IDIT based on the distinguishable matrix, no new path is
constructed. Similarly, all identical distinguishable attribute sets are
mapped to the same path.
(3) For distinguishable attribute set a, c , use the delete sub-tree
strategy to modify the path acbe  to ac .
(4) For distinguishable attribute set d , the number of elements in
d  is 1, so Core A = d. Then the path (d) is created.

(5) For distinguishable attribute set A = a, c, d, b, e , because
d ⊆ a, b, c, d, e , path abcde  is not created.
(6) For distinguishable attribute set A = a, c, d , because
d ⊆ a, b, c, d, e , path abcde  is not created.
(7) For distinguishable attribute set b, e , its corresponding path
b, e  is created.

Fig. 7 shows the construction of IDIT based on Algorithm 3
(see Fig. 6) and Table 2. 

Compared with Figs. 2–4, the IDIT in Fig. 7 has the fewest
nodes, which greatly realises the compressed storage of the DM.

4 Attribute reduction based on IDIT in interval-
valued ordered information system
In this section, in order to verify the attribute reduction algorithm
of IDIT proposed in this study. The algorithm is described in detail
as shown in Algorithm 4 (see Fig. 8). 
 

Example 4: Based on Fig. 7, the attribute reduction process of
the IvOIS is solved by Algorithm 4 (see Fig. 8) as follows.

(1) Let R = ⊘, OS = a, c, d, b, e .
(2) Let R = R⋃ d = d , OS = OS − d . Also, delete the path
containing attribute d  from IDIT.
(3) Select the right-most attribute e  in OS and delete the leaf
node containing attribute e  through the pointer chain of
homonymy pointer. Also, let OS = OS − e .
(4) R = R⋃ b ; and the path containing the attribute b  is
deleted in the IDIT. At the same time, let OS = OS − b .
(5) Select the right-most attribute c  in OS and delete the leaf
node containing attribute c  through the pointer chain of
homonymy pointer. Also, let OS = OS − c .
(6) R = R⋃ a ; and the path containing the attribute a  is
deleted in the IDIT. At the same time, let OS = OS − a .
(7) OS = ⊘, and the IDIT only contains the root node. Output
R = d, b, a , the algorithm ends.

As analysed in Example 4, the IvOIS corresponding to Table 1
obtains a reduction R = d, b, a  by the IDIT. In order to verify the
correctness of the results, we calculate all the attribute reductions
of the IvOIS by the definition of the minimum disjunction
paradigm

Red ≥ min = a ∨ b ∨ c ∨ e ∧ a ∨ c ∧ d
∧ a ∨ b ∨ c ∨ d ∨ e ∧ a ∨ c ∨ d ∧ b ∨ e
= b ∨ e ∧ d ∧ a ∨ c
= b ∧ d ∧ a ∨ e ∧ d ∧ a ∨ b ∧ d ∧ c
∨ e ∧ d ∧ c

From the result, it can be seen that the attribute reduction obtained
by the IDIT is correct. However, it is obvious that only one
reduction of the information table can be obtained by the IDIT.
Next, we discuss how to solve other reductions of IvOIS by the
IDIT.

As discussed in Section 3.2, when we change the ordering of
attributes, we will get a DIT of different structures. In order to
achieve all the reductions of the IvOIS by the IDIT, we construct
the IDIT of Table 2 by Algorithm 2 (see Fig. 4) under different
attribute sequences. The results are shown in Fig. 9. 

Fig. 6  Algorithm 3: construction of IDIT based on attribute significances
 

Fig. 7  IDIT based on attribute significances
 

Fig. 8  Algorithm 4: attribute reduction algorithm based on IDIT in
interval-valued ordered information system
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Compared with Fig. 3, the number of nodes in Figs. 4a and b
has changed from 13 to 8. Furthermore, the validity of our
proposed IDIT is illustrated. Through Algorithm 4 (see Fig. 8), we
get the reduction of IDIT in Fig. 9. Reduction R is d, c, b  under
sequence S = bcdea , R is d, e, c  under sequence S = cdeab ,
R is d, a, e  under sequence S = deabc  and R is d, a, e  under
sequence S = eabcd . In summary, we find all reductions of
IvOIS by the IDIT.

5 Conclusions
In this study, under the background of the interval value order
information system, based on the DIT based on the discernibility
matrix, the IDIT based on the discernibility matrix is constructed
by combining the importance of attributes and core attributes.
Furthermore, the compressed storage of the DM is realised.
Moreover, by changing the ranking order of conditional attributes
in the interval value order information system, the goal of finding
all reductions in the information system by the IDIT is achieved.
However, the IDIT in this study only takes the frequency of
attributes as a measure, without considering the impact of other
attribute importance on the construction of the IDIT. Therefore, our
next step is to introduce different attribute importance, discuss its
role in the IDIT in the interval-valued order information system,
and whether it can compress and store the DM further.
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