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PARTIALLY CONSISTENT REDUCTION BASED ON
DISCERNIBILITY INFORMATION TREE IN INTERVAL-VALUED
FUZZY ORDERED INFORMATION SYSTEMS WITH DECISION

JIA ZHANG AND XIAOYAN ZHANG*

ABSTRACT. Attribute reduction is a hot issue in the field of rough set research
in recent years, among which identifiable matrix is one of the most commonly
used methods for attribute reduction. However, the elements of identifiable at-
tribute set in identifiable matrix are interlaced and repeated, which brings a lot
of inconvenience for reduction. Therefore, a novel method based on discernibility
information tree (DIT) proposed by Jiang to overcome the above issues. On
this basis, this paper constructs the discernibility information tree (DI TE) un-
der the dominance relation and generalizes it to the interval-valued fuzzy ordered
information system with decision (IVFOISg). Furthermore, combining the dis-
cernibility information tree of IV FOIS,; with the partially consistent function,
a complete partially consistent reduction algorithm based on DITZ is presented.
At the same time, some related properties and the complexity of the algorithm
are studied. Finally, the effectiveness and accuracy of the DIT= -based reduction
method are demonstrated by a concrete example.

1. INTRODUCTION

Rough set theory is proposed by Polish mathematician Pawlak [10]. Tt is a theory
used to deal with imprecise and incomplete data problems. One of its main contents
is attribute reduction [4,14,15,19,20]. Attribute reduction is to delete irrelevant
attributes while keeping the classification ability unchanged, so as to reduce redun-
dant data and simplify rules. On the basis of Pawlak Rough Set, many scholars
have given different attribute reduction algorithms according to various reduction
ideas [1-3,6,9,12]. Skowron [11] put forward an intuitive and clear discernibility
matrix method for attribute reduction, and can obtain all reductions under the
information system. Wang [13] proposed a fast and complete heuristic minimum
reduction algorithm based on discernibility matrix. Hou [5] proposed an incremen-
tal reduction algorithm, which effectively reduces redundant attributes of dynamic
decision table by establishing reduction tree. Yao [21] proposed a reduction method
based on simplified discernibility matrix, and presented two heuristic reduction con-
struction algorithms from the perspective of attribute importance degrees. Jiang [7]
discussed a complete reduction algorithm, which combined the importance degree
of attributes with the idea of iteration to find the minimum reduction of decision
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tables. All non-cmpty scts in the discernibility matrix corresponding to cach in-
formation system makes conjunctive, which form the attribute reduction sct of the
information system. From the conjunction opcration, we can sce that the repeated
clements and the parent sct clements of the discernibility matrix do not play any
role in the attributes reduction, but these clements occupy a large amount of stor-
age space and also increcasc the time for us to obtain reduction. Yang [16] proposed
a novel storage method to implement compressed storage of repeated scts in the
identifiable matrix. Howcever, this approach has some drawbacks, which retains the
extra parcnt sct clement, so there arc still a certain number of redundant clements.
In order to climinate redundant parcnt sct clements in the discernibility matrix,
Jiang [8] constructed a virtual tree structure to realize attribute reduction, which is
called discernibility information tree (DIT). It can delete attribute sets that are re-
peated in the reduction process, and also make use of the characteristics of the tree
to merge the redundant parent set objects into one tree node. However, DIT is based
on equivalence relation, which is too strict and has no fault tolerance. Therefore,
this paper establishes the discernibility information tree (DIT~) under the domi-
nance relation, studies the attribute reduction method based on DITZ, and further
extends it to the interval-valued fuzzy ordered information system with decision
(IVFOIS,). Furthermore, combined with DITZ and partially consistent function in
IVFOIS,, a partially consistent reduction algorithm based on the constructed DITZ
will be established.

In the following, we will give some preparatory knowledge related to IVFOIS;-,
and review partially consistent reduction in Section 2. At the same time, the basic
content of DIT will be also introduced in Scction 2. In Scction 3, a DITZ algorithm
in a decision table based on interval-valued fuzzy ordered relation and a complcte
partially consistent reduction algorithm bascd on DITZ arc presented. The related
thecorems arc introduced, and the complexity of time and space is analyzed. In
Scction 4, according to the theorctical knowledge of the previous scction, a concrete
cxample is given to analysis. The feasibility and validity of the theory in this paper
arc proved by comparing with the calculation results of the original method. In
Section 5, the current research progress of DIT” is summarized, and the direction
of the next research content is provided.

2. PRELIMINARY

In this section, we will introduce the basic concepts for the rest of the article.

2.1. Interval-valued fuzzy ordered information systems with decision

(IVFOIS,;). Giving an interval-valued fuzzy information system (IVFIS), it is de-
noted by IS = (U, AT, V, F'), where U is a non-empty finite universe, AT is a finite
nonempty set of attributes, V. = UgcarV, represents the domain of attributes.
Since it is an interval-valued fuzzy information system, V is a set composed of
a number of interval numbers, and the range of the interval number is between
Oand 1. F = {f : U — V} is a set of relation sets, representing the mapping
sets from objects to attribute values, where f(z,a) € V, represents the attribute
value of object z under attribute a. At the same time, it can also be expressed as
f(z,a) = [a*(x),af(z)], in which o’ : U — [0,1] and a® : U — [0,1]. It satisfies
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a®(z) < af(x) for each x € U. Especially, when a”(z) = a’¥(z), f(r,a) degenerates
into a real number.

In the IVFIS, universe U is classified according to the binary relation between
attributes and objects. The comparisons of interval-valued fuzzy numbers are as
follows
o) f(21:0) < f(z5,0) & ab (@) < a(2;). 0" () < a*(ay)
flei,a) > f(z),a) & ab(z;) 2 a(x)), ™ (2;) > o ()

By sorting the attribute values of all objects under one attribute according to the
above size relations, an increasing or decreasing sequence can be obtained, which
can be called a criterion.

Definition 2.1. Let IS = (U, AT, V, F') be an IVFIS. If all attributes are criteria,
it is called an interval-valued fuzzy ordered information system [17,18]. In general,
we denote it by 157,

An interval-valued fuzzy ordered information system with decision is a quadruple
ISdt = (U,C UD,V,F), where C is a condition attribute set and D represents a
decision attribute set. Meanwhile, it is satisfied a conclusion: ¢ N D = (. The
attribute values of condition attributes are interval numbers, ranging from 0 to 1.

2.2. Partially consistent reduct in an IV FOIS,;. Partially consistent reduction
is based on inconsistent decision information systems. Suppose that I = (U,C U
D, V, F) is a decision information system. If R C Rp, then [ is called an consistent
information system, otherwise it is inconsistent. In the following, all information
systems are inconsistent. For convenience, it will not be explained one by one.

Definition 2.2. Let ISdt = (U,CUD,V,F) be an IVFOISy and decision classes
U/R% ={D1,Ds,...,Ds}. ¥V CT C C, partially consistent function is defined by

(2.2) 85p(x) = {D;| 2|5 C Di,z € U}
Definition 2.3. Tet IS’dt = (U,CUD,V,F) be an IVFOIS; and CT C C. If
(%T(.L) = (55 (x) for every x € U, then CT is called as partially consistent coordi-

nation set with respect to RET. In addition, if for any A C C'T, it does not satisfy

that (%T(:v) = 5% (z). Then CT is called as partially consistent reduction in an
IVFOIS,.

Definition 2.4. Let ISOZt = (U,CUD,V,F) be an IVFOIS,; and denote
(2.3) D ={(=y)| bc(x) D dc(y)}

{a; € C| f(w,a)) > fy.a))} (w.y) € Dip
@ (.’L’, Z/) ¢ D(SEC
And D? - (z,y) is called a partially consistent identifiable attribute set in an

IVFOIS,;. Bascd on thesc above, partially consistent identifiable matrix can be
constructed by

(2.5) Disly = (DLe(z,y)| 2,y € Ui

(24)  Dioley)= {
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Definition 2.5. Let ISdt = (U,CU D,V,F) be an [VFOIS,; and the minimal
disjunctive normal form Mgmm of identifiable formula (Mg ar = MV{qj | g €
D‘;C(x,y), (z,y) € U}}) is defined by

(2.6) ]ngm = Vﬁ'zl(/\?ilaﬂ

Meanwhile, B; = {a;|j = 1,2,...,¢;}, then {Bs|s = 1,2,...,p} are the sets
formed by all partially consistent reductions.

2.3. Discernibility information tree (DIT). DIT is a virtual ordered tree [19)],
in which the order of nodes is arranged from left to right according to the order
of condition attributes, and the arrangement can not be reversed or changed. The
following is a detailed introduction to the characteristics of DIT.

(1) In every node of DIT, the number of branch nodes it can have must not
exceed the number of condition attributes.

(2) There are many branch nodes extending from the root of the DIT. The
branch node of each node is called a child node. Meanwhile, for a child
node, the node is called a parent node. a node without a child node is called
a leaf node. In the branch nodes of same node, the repeated nodes are placed
in the nodes with the same name, and no new branches are generated.

3. THE METHOD OF THE PARTIALLY CONSISTENT REDUCTION BASED ON DITZ
IN AN IVFOIS,

In the section, based on the partially consistent identifiable matrix, we will con-
struct the discernibility information tree under dominance relation (DIT~) in an
IVFOIS,. In addition, we wil discuss the attribute reduction based on DITZ and
study the related properties.

Algorithm 1: The algorithm of DITZ based on the partially consistent iden-
tifiable matrix in an IVFOIS,

Input : an inconsistent ISdt =({U,CUD,V,F).

Output : a discernibility information tree (DITZ) in IV FOIS,.
1 begin
2 step 1:
3 create the root node T'N of the DITZ ;
4 TN « (;
5
6

step 2:

according to DY = {(z,y)|dc(z) D dc(y)}, it obtains the partially consistent
identifiable attribute set D‘;C(:c, y) for any z,y € U. Furthermore, partially
consistent identifiable matrix can be obtained. Suppose that YOT C C satisfies
CT = D2 ;(x,y) for any x,y € U. Then, the sequence of elements in CT is
arranged in sequence from left to right based on the order of conditional
attributes in the information system.

7 Meanwhile, TN < root node trail based on CT};
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step 3:
if CT == () then
10 | select the other of the identifiable set and insert it into the DITZ.
11 else
12 choose the leftmost attribute called a in CT
13 if exist a attribute a of child node CN in root node TN then
14 if CN is a leaf node then
15 Choose the strategy of non-expanding trail and do not construct
branches for other attributes in C'T;
16 end
17 if a is the last attribute in C'T then
18 By using subtree deletion strategy, all existing child notes (subtrees)
of node CN on DITZ arc removed;
19 end
20 else
21 | TN =CN;
22 end
23 else
24 A new child node N is created for the node T'N. At the same time, the
attribute name of the node IV is set initially to a, and then connected to
the node with the same attribute name as the node. Finally, a same name
node chain is formed according to the above method;
25 TN = N;
26 end
27 CT < CT —{a};
28 end
return : DITZ;
29 end

In algorithm 1, the construction process of DIT” is given. In this process, two
strategies are adopted, namely, non-expanding trail strategy and deleting subtree
strategy. The specific method is to select the shortest trail in a node’s sub-node,
without generating other extended trails of the node. For example, both attribute
sets {a,c} and {a,c,d, f} take node a as the parent node, but only choose to con-
struct shorter trail (a,c) on DITZ. At the same time, the same partially identifiable
attribute set is mapped to the same trail.

Therefore, the DITZ based on identifiable matrix constructed in an IVFOIS,.
Compression storage of partially consistent identifiable matrices is realized. Thus,
reduce the time and space complexity of construction DITZ.

Theorem 3.1. DITZ based on partially consistent identifiable matriz in an IV FOIS,
contains all trails needed for attribute reduction of information system.

Proof. Let the set DS be identifiable attribute sets composed by all trails of DIT~.
According to the establishment steps of DIT”, we can see that DS C Dis‘éc. As

to V(z,y) € U x U, it satisties the conclusion that Dis‘éc(m, y) € Dis‘éc. There are
3 (20, o) and Disgc(:co,yo) € DS such that Disgc(xo,yo) C Dis‘éc(x,y). From
partially consistent identifiable matrix, we know that (Dis2 - (zo, y0))A(Disd o (z,y)) =
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Disic(w,y). Therefore, DITZ based on partially consistent identifiable matrix
in IVFOIS,; contains all trails needed for attribute reduction of information sys-
tem. (]

Theorem 3.2. In the DITZ, the union of partially consistent identifiable attribute
sets corresponding to all trails which have only one node composes the Core%(C) of
the decision table.

Proof. If there is a node named a on the DITZ and there is a path only containing the
node a, then in the partially consistent identifiable matrix, there exist the attribute
set {a} which only contains one element named a. Furthermore, the attribute
set consisting of a single element in the partially consistent identifiable matrix is
necessary attribute. If {a} (a € C) is a single element set in the partially consistent
identifiable matrix, then it is necessary. All necessary attributes constitute the
relative core Core%(C) of the information system. Finally, the above theory is
proved. O

Theorem 3.3. Let CT be a condition attributes sel which is composed of all child
notes of the root node in the DIT=. Then (%T(m) = (%(x) in an IVFOISy.

Proof. Based on the theorem 3.1, DITZ based on partially consistent identifiable
matrix in an IV FOI1S; contains all attribute trails needed for attribute reduction
of information system. And DS represents identifiable attribute sets composed by
all trails of DITZ based on the partially consistent identifiable matrix. So, we have
D‘;C(z, y) N CT # () for any (z,y) € D‘;C. According to the correlation theorem of
partially consistent sets, we know c%T(:zf) = c% (x).

Given an [ S{? = (U,C U D,V,F), the cardinality of the universe is |U| and
the cardinality of conditional attribute is |C|. Then, in the partially consistent
identifiable matrix, the number of non-empty condition attribute subsets that can
be obtained is at most |U|?. Assuming that the number of nonempty subset of
conditional attributes is P and P < |U|? generally. The DITZ can have at most
P different trails, with at most |C| nodes per trail. Therefore, the total number
of nodes on DITZ will not exceed |C| * P. In addition, there are many trails with
the same parent nodes that can be used as shared prefixes, thus reducing the space
occupation of repetitive elements, making the actual number of nodes of DIT” much
smaller than |C|* P. To sum up, the spatial complexity of the DIT™ is O(|C||U|?).

In the process of constructing DITZ, the maximum number of insertion trails
into the DITZ is |U]?. And in the process of building the trail, compare and insert
|C| nodes at most and delete P; nodes (i = 1,2...,|U|?). The complexity of the
DITZ is |C||U|? + (P, + Py + - + Pyj2). It is known that there are at most |C||U?
nodes in a DIT”, and the value of (Py + Py + - - - + Py2) is at most |C||U 2. Hence,
the time complexity of the DIT” is also O(|C||U|?).

Next, a partially consistent reduction algorithm (Algorithm 2) in an IVFOIS,
is given. According to the trail of the DITZ, the iteration process in Algorithm 2
selects the necessary condition attributes of the DIT” from right to left, and deletes
the other trails that contains the necessary attributes.
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Algorithm 2: The partially consistent reduction algorithm based on DITZ in
an IVFOISy

Input : an DIT” in IVFOIS,.
Output : a complete partially consistent reduction CT

1 begin
2 step 1:
3 CT + 0;
4 step 2:
5 get the trail of only one node in the DITZ based on the partially consistent
identifiable matrix, and place the corresponding attributes of these nodes in a set
S
6 step 3:
7 if S# 0 then
8 for any a € S, remove all trails containing attribute @ in the DITZ obtained
from the partially consistent identifiable matrix;
9 NDITZ + new DITZ;
10 CT + S,
11 end
12 step 4:
13 while the DIT= obtained from the partially consistent identifiable matriz contains
not only root nodes; do
14 select the right child node (denoted by b) of the NDITZ and delete all trails
containing the node b;
15 DITZ + new changed NDITZ;
16 CT = CT U {b};
17 end
return : CT;
18 end

In this paper, two algorithms are used to obtain partially consistent reduction.
This method is a complete reduction algorithm. That is to satisfy the following two
conditions (suppose C'T C (' is a partially consistent reduction )

e RS, — RZ.
GT C>
e Va € Rg, R5;_(,y # R5

Thus, for partially consistent identifiable matrices, the above two conditions can
be transformed into the following two points, and the completeness of partially
consistent reduction can also be preserved.

o V(z,y) € DI ~(,y), then DL (z,y) N CT # 0;

o Ya € CT, HDgC(aji, y;) such that D‘;C(rci,yj) N(CT —{a}) =0.

According to the Theorem 3.1, we know that DIT” based on partially consistent
identifiable matrix in an IV FOIS; contains all attribute trails needed for attribute
reduction of information system. It satisfies that the following when DS is expressed
as a set of all trails in a DIT”.

e VT € DS, TNCT £ ;
e Va € CT, 3T € DS such that TN (CT — {a}) = 0.
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To prove that Algorithm 2 is complete, we only need to prove that the attribute
set, C'T obtained by Algorithm 2 satisfies both of the above conditions. In Algorithm
2, TNCT # ( for any T' € DS. Combined Theorem 3.2, the attribute set in the
DITZ consisting of a single element in the partially consistent identifiable matrix is
necessary attribute of the condition attribute set in the decision table. All necessary
attributes constitute the relative core Core%(C) of the information system. The
second step of Algorithm 2 is used to get the core Core%(C) of partially consistent
reduction in JTVFOIS;. Then delete all trails which contain core elements in the
DIT=. Let P = CT — C’ore%(C). Assuming that b is the rightmost element
in P, the attribute corresponding to the rightmost child of the root node in the
current DITZ must be b and a subtree whose root is this node must not contain any
attributes in P— {a}. Therefore, Va € CT, 3T € DS such that TN(CT—{a}) =0
Similarly, other elements in C'I" also meet above conditions. To sum up, the partially
consistent reduction obtained by Algorithm 2 is a complete reduction.

4. EXAMPLE ANALYSIS

Many reality situations in life are not always a certain value rather often a rough
rauge, so interval-value information system is often more suitable for practical prob-
lems. In order to avoid too big difference in the range of interval values, the data
is pre-processed. Next, the inconsistent decision information system is given in Ta-
ble 1. There are ten objects U = {z1, z2, 23, x4, T5, T, T7, T8, Tg, T10}, & condition
attribute set C' = {ay, az,as,as,as} and a decision attribute set D = {dy, da, d3}.

Table 1: an interval-valued fuzzy ordered decision table

U aj a3 as aq as dl d2 d3
21 [0.3,06] [0.2,05]  [0.5,0.7] m306] 0407 1 2 1
zs  [02,05  [0.1,02] [0.4,0.7  [0507  [0.306 2 3 1
xs (02,05 [0.1,02]  [0.4,0.7] m306] 0306 3 4 2
x [0 o 2] 01,02 [0.3,06] [0507  [0.306] 2 3 1
x5 [050.7  [04,07 07,09  [0407  [0608 3 4 2
v [0207  [0407] |04 o 8 0407 [0, 0 g 1 2 1
z;  [0.3,06] [0.3,0.6 0507  [0.3.06] [0507 2 3 1
v [040.7  [0407  [0608 [0507 [0.608 3 4 2
ze  [04 0 77 0507 0608  [0207 [0709 0 2 1
210 [0.507] 05007 07,09  [0.205  [0.7,09] 0 2 1
By computmg, we have dominance classes in I VF 0I8,.
[371]% = {1’1,375,1177,3)8} [1132] {1'27568}
[z3]5 = {x1, %2, T3, 5, T6, 7, T3}, [:L'4]C = {2, 24, 23},
[$5]§ = { } [xG]C - {x5a1'67x8}7
o7l = {z5,27. 5}, ] = {4,
[3”9]6 = {7; o}, N [z10]6 = {#10}-
Dy = [zs]p = [ws]p = [ ]D = {3, 25,78},
> =
Dy = [w2]5 = [24]5 = [w7]5 = {m2, 3, 4, 75, T7, 73},
[Zlfl]% = [$6]% = {mlv L2,T3,T4,T5,T6, LT, xg}
> >
D4 - [ 3]7 [Ilﬂ]ﬁ {5171,372,3'}3,1'4 x5 Ib7$7,$8,$9,$10}

Due to R¢ Q IRp, the information system is inconsistent. Then we have
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g (1) = 05 (x3) = (x(, = {D3, Dy},

Sg(2) = 65(xa) = 8¢ (w7) = {D3, D3, Da},

(5%(1‘5) = (Sg(mg) = {Dl,DQ,Dg,D4}
d5(z9) = 85 (z10) = {Da}.

Then, based on the definition of partially consistent identifiable matrix, the iden-
tifiable matrix under dominance relation is obtained in Table 2

Table 2: an partially consistent identifiable matrix in IV FOILS,

U Z9 Z3 T4 Zy Zg ZT7 g Zg 210
1 [7] %) (%] %) %] %) g o %] {as}
o {a4} %) {04} %) %) {(L4} gD {67,4} {a4}
3 O @ %] [%] %] oo %] {as}
xra {(7,4} %) {04} %) %) {(1,4} (%% {(7,4} {(14}
z5 C  {a1,a3,a3,a5} C {ar,a2,a3,a5} @ {a1,a3} C o {a1,a5,a4}{as}
g @ @ @ @ g o oo {wu {wu}
x7 {az, a5} %) {ay,a2,a3,a5} o] %] o] o o %] {ag}
zg  C  {ai,a2,a3, a5} c {ai.a2,a3,a5} @ {a1,a3,a4} C & {as} {as}
X9 %] %) %] %) %) %] [ %]

10 %) %) %) %) %) %) (%8 %] %) %]

Based on the original mcthod of disjunctive and conjunctive formulas, the iden-
tifiable attribute sct in the identifiable matrix is calculated, and the following con-
clusions are obtained

(a1 VazVagVagVas)A(ar VazVasVas)A(ar VasVay)
A (a1 Vasz) A (az Vas) A (ay)
=(a2 Vas) A (a1 Vas) A (aq)
=(ar NazVag) V(e NagVas)V (aa AasVas) V (az AaygVas).

(4.1)

So {ai,as.as}, {a1,aq4,as5},{as,as,as}, {as,as,as} are partially consistent re-
ductions. Next, the method of discernibility information tree is applied to find
partially consistent reduction. Firstly, the root node is created, then the attribute
order of the identifiable attribute set are arranged in the order of condition at-
tributes. The first trail (a;, a2, as, aq, as) to create is based on identifiable attribute
sct {ay,as, a3, aq, a5} and inscrt this trail into the DITZ. For the sccond identifiable
attribute sct C', no new trail is constructed because the trail (aq, a2, a3, a4, as5) cor-
responding to C already exists in the DITZ. Similarly, map all the same identifiable
attribute sets into the same trail. Next, create corresponding trails (a1, a2, as, as)
for third identifiable attribute set {ai,as,as,as}. This trail has the same prefix
(a1,a2,as3) as the trail (ay,as,as,as,as). So, only create a branch node a5 after
node as. Then, the trail (a;,as) corresponding to the identifiable attribute set
{a1,as} is constructed. For identifiable attribute sets {ay, as, a4}, nodes ay can be
regarded as useless because they have the same node {a;, a3} as the trail (a1, as).
Therefore, two identifiable attribute sets are mapped onto the trail (a;,as). And
then get the trail (as,as) and trail (as). Finally, the DITZ in an IV FOIS, is
obtained as shown in Figure 1.

Based on the DITZ and Algorithm 2, partially consistent reduction of inconsistent
information systems is carried out. Find the trail (a4) that contains only one node
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Condition attribute | Homonymy pointer

al— —

a3— —

24— —

aS— —

Ficure 1

ay in the DIT”, and delete the other trail (ay, ag, a3, ay,as), (aq) that contains the
node as. And denote CT = {as}. In the moment, select the most right child
node as of the root node in the changed DIT~ and CT = CT U {az} = {a2, a4}
Then delete all trails in the tree containing node as, that is, deleting (a1, a2, as, as)
and (a2, as). Now, there is only trail (a;,as). Keep the child nodes a; of the
root node and CT = CT U {a1} = {ai1,a2,as}. Finally, a partially consistent
reduction CT = {ay, a2, as} is obtained. Compared with the original algorithm, the
correctness and effectiveness of the method are proved.

5. CONCLUSIONS

In this paper, under the background of interval-valued fuzzy ordered decision
information system, a data model based on DITZ is proposed, which can com-
press and store partially consistent identifiable matrices. That is, DITZ based on
partially consistent identifiable matrices. Comparing with previous reductions by
conjunctive and disjunctive formulas, this paper reduces the space-time complexity
of partially consistent reductions in inconsistent IV FOIS; by DITZ. However, the
order in which the set of attributes is inserted into the DITZ is the original order of
condition attributes. Regardless of the imnpact of attribute importance on the estab-
lishment of DITZ based on partially consistent identifiable matrices, this is a need
for improvement. At the same time, attribute reduction through DITZ can ouly get
one reduction result, not all. Thus, the next work is to optimize DITZ combined
with attribute importance, and try to get all the reduction results of information
system.
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