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Granular Computing Approach to Two-Way
Learning Based on Formal Concept

Analysis in Fuzzy Datasets
Weihua Xu and Wentao Li

Abstract—The main task of granular computing (GrC) is
about representing, constructing, and processing information
granules. Information granules are formalized in many differ-
ent approaches. Different formal approaches emphasize the same
fundamental facet in different ways. In this paper, we propose
a novel GrC method of machine learning by using formal con-
cept description of information granules. Based on information
granules, the model and mechanism of two-way learning sys-
tem is constructed in fuzzy datasets. It is addressed about how
to train arbitrary fuzzy information granules to become neces-
sary, sufficient, and necessary and sufficient fuzzy information
granules. Moreover, an algorithm of the presented approach is
established, and the complexity of the algorithm is analyzed care-
fully. Finally, to interpret and help understand the theories and
algorithm, a real-life case study is considered and experimental
evaluation is performed by five datasets from the University of
California—Irvine, which is valuable for applying these theories
to deal with practical issues.

Index Terms—Formal concept analysis (FCA), fuzzy datasets,
fuzzy information granules, granular computing (GrC), machine
learning.

I. INTRODUCTION

NOWADAYS, machine learning is becoming an essential
method for handling the problems of knowledge acqui-

sition. Machine learning, a branch of artificial intelligence,
concerns the construction and study of systems that can learn
from data. Machine learning usually concerned with the ques-
tion of how to construct computer programs that automatically
improve with experience. In 1959, A. Samuel defined machine
learning as a “field of study that gives computers the abil-
ity to learn without being explicitly programmed” [21]. The
research of machine learning is based on the understanding of
human learning mechanism, establishes the learning processes
of calculation model and cognitive model [25]. For machine
learning, what we need to do is to develop a variety of machine
learning theory and machine-learning methods [13], excogitate

Manuscript received December 18, 2013; revised May 8, 2014,
August 28, 2014, and September 19, 2014; accepted September 28, 2014.
Date of publication October 22, 2014; date of current version January 13,
2016. This work was supported in part by the Natural Science Foundation of
China under Grant 61105041, Grant 61472463, and Grant 61402064, and in
part by the National Natural Science Foundation of Chongqing under Grant
CSTC 2013jcyjA40051. This paper was recommended by Associate Editor
W. Pedrycz.

The authors are with the School of Mathematics and Statistics,
Chongqing University of Technology, Chongqing 400054, China (e-mail:
chxuwh@gmail.com; liwentao@2012.cqut.edu.cn).

Digital Object Identifier 10.1109/TCYB.2014.2361772

the general machine-learning algorithm and do the theoretical
analysis, and set up the task with a specific application system.

In real-life, we can perceive a world filling different shapes,
colors, sounds, smells, and so on. All these modalities are
not in merely chaotic disorder. Through our learning abilities,
we may find kinds of senses over the world. We can iden-
tify objects, and distinguish them from one to another. We
also can manipulate different things and changing relation-
ships between them, which help us to cognitive the world.
For a newborn baby, almost everything is empty, overtime,
more strong learning ability, more things one knows. This
is a never ending learning process. Similarly, learning is not
accompanied by the advent of machine. The machine, with-
out implanting any system, naturally has problems in solving
mathematical equations. To make the learning abilities, namely
the learning process, visualization, and theorization, we want
to build a new mathematical model of machine learning by
use of formal concept analysis (FCA) from the view of GrC
in this paper.

Zadeh [33] first explored the concept of GrC between
1996 and 1997. Zadeh coined an informal yet highly descrip-
tive notion of an information granule. In a general sense,
by information granule, one regards a collection of elements
drawn together by their closeness (resemblance, proxim-
ity, functionality, etc.), articulated in terms of some use-
ful spatial, temporal, or functional relationships. GrC is
about representing, constructing, and processing information
granules [17]. Dick et al. [6] established a novel architec-
ture for a granular neural network and Zhang and Miao [34]
investigated two basic double-quantitative rough set models
of precision and grade and their investigation using GrC.
Bargiela and Pedrycz [1], [2] researched the roots of GrC and
expanded the theory of GrC for human-centered information
processing. Yao [27], [28], [30] discussed integrative levels of
granularity and theory of GrC. Many excellent achievements
can be seen in [9], [12], [23], and [26].

It is worth stressing that information granules, as encoun-
tered in natural language, are implicit in their nature, and infor-
mation granules permeate human endeavors [18], [19], [29].
No matter which problem is taken into consideration, we
usually set it up in a certain conceptual framework com-
posed of some generic and conceptually meaningful entities-
information granules, which we regard to be of relevance to
the problem formulation, further problem solving, and a way
in which the findings are communicated to the community.
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Information granules realize a framework in which we formu-
late generic concepts by adopting a certain level of abstraction.

Information granules are formalized in many different ways.
Clustering delivers a natural mechanism to construct informa-
tion granules in the presence of numeric data. As a matter
of fact, a main agenda of clustering is to reveal a struc-
ture of data, namely, form a collection of clusters-information
granules [17]. There is a genuine diversity of clustering algo-
rithms. Depending upon the method used, the results arise
as information granules expressed in terms of sets, fuzzy
sets [33], rough sets [15], [16], [34], formal concepts [25],
and so forth. Sets stress the notion of dichotomy. Fuzzy sets
depart from the dichotomy by emphasizing the idea of partial
membership and in this way offer a possibility to deal with
concepts where the binary view of the underlying concept is
not suitable or overly restrictive. Rough sets bring another con-
ceptual and algorithmic perspective by admitting an inability
for a full description of concepts in the presence of a lim-
ited collection of information granules. Roughness comes as
a manifestation of the limited descriptive capabilities of the
vocabulary used, with which the description is realized. Each
formal concept is the pair (objects and attributes), which con-
sists of two parts: 1) the extension (objects covered by the
concept) and 2) intension (attributes describing the concept)
in FCA theory. FCA was proposed by Wille [22] in 1982, and
the key of this theory is based on mathematical expressions
of the formal concept. Concept lattice can be depicted by a
Hassen diagram, where each node expresses a formal concept.
A concept lattice is an ordered hierarchical structure of formal
concepts that are defined by a binary relation between a set
of objects and a set of attributes.

In addition, Zadeh [32] first proposed and discussed the
issue of fuzzy information granulation in 1979. Burusco [4]
presented the first paper on FCA in a fuzzy setting. Later,
Pollandt [20], Belohlavek [3], Yahia and Jaoua [31], and
Krajci [10] proposed the L-fuzzy context to combine fuzzy
logic with FCA. Pang et al. [14] and Xu et al. [24] developed
the knowledge reduction in lattice-valued information systems
with interval-valued intuitionist fuzzy decision is the further
study about the fuzzy concept lattice. Kumar [11] introduced
the fuzzy clustering-based FCA for association rules mining,
it is an application of the fuzzy formal concept.

The choice of a suitable formal framework of information
granules is problem oriented and has to be done according to
the requirements of the problem, ways of acquisition of infor-
mation granules (both on the basis of domain knowledge and
numerical evidence), and related processing and optimization
mechanisms available in light of the assumed formalism of
information granularity.

In fact, there are two types of fuzzy information granules, one
is that intension and extension are fuzzy, the other one is that the
intension is fuzzy while the extension is classic. In this paper,
we mainly consider the fuzzy concept which the intension
is fuzzy and the extension is classic. We will investigate the
issues that are fuzzy intension and fuzzy extension in the future
work. We describe concepts and form models using formal
concept description of information granules. These constructs
become of particular interest when information granules have

to capture a multifaceted nature of the problem. To realize
a novel machine-learning process, we will establish a special
two-way learning model in the view of GrC, and discuss fuzzy
information granules in the fuzzy datasets. The fuzzy concept
is described as a necessary and sufficient fuzzy information
granule. The aim of two-way learning methods is to obtain
the fuzzy concepts from general fuzzy information granule.

This paper is organized as follows. Some preliminary con-
cepts of fuzzy set theory and FCA that are required in this
paper are briefly reviewed in Section II. In Section III, we
propose a novel model of two-way learning system in fuzzy
datasets. Notions of fuzzy information granules, such as neces-
sary fuzzy information granules, sufficient fuzzy information
granules as well as necessary and sufficient fuzzy information
granules, are presented. Moreover, the relationship between an
object and its fuzzy attributes is discussed in view of informa-
tion granules in this two-way learning system. In Section IV,
we suggest how to learn necessary fuzzy information gran-
ules, sufficient fuzzy information granules, and necessary and
sufficient fuzzy information granules from any fuzzy informa-
tion granule. Furthermore, we present a real-life case study
and give experimental evaluation by five datasets from the
University of California—Irvine (UCI) dataset. Finally, we
conclude our contribution with a summary and an outlook for
the further research.

II. RELATED WORK AND FOUNDATIONS

As we study a novel-learning system in fuzzy datasets, it
is necessary to introduce the basic concepts of fuzzy set and
FCA. In this section, the involved notions of fuzzy set the-
ory and FCA are introduced briefly. Detailed description of
them can be found in corresponding references. Throughout
this paper, the power set of U is denoted by P(U).

A. Fuzzy Sets

For a nonempty and finite set U, which is called the
universe, a fuzzy set ˜X of U has the following form:

˜X = {

< x, u
˜X(x) > |x ∈ U

}

where u
˜X : U → [0, 1], u

˜X(x) is called the membership degree
to ˜X of the object x ∈ U. In general, we use F(U) to denote all
fuzzy sets in the universe U. Given two sets ˜X1,˜X2 ∈ F(U),
for any x ∈ U, ˜X1 ⊆ ˜X2 ⇔ u

˜X1
(x) ≤ u

˜X2
(x). If ˜X1 ⊆ ˜X2 and

˜X2 ⊆ ˜X1, then we say ˜X1 is equal to ˜X2, denoted by ˜X1 = ˜X2.
The universe set and empty set are special fuzzy sets where
˜U = {< x, 1 > |x ∈ U} and ˜∅ = {< x, 0 > |x ∈ U}. Let us
denote intersection and union of ˜X1 and ˜X2 by ˜X1 ∩ ˜X2 and
˜X1 ∪ ˜X2, respectively. Moreover, we denote complement of ˜X
by ∼ ˜X. Let ˜X1,˜X2 ∈ F(U), then for x ∈ U

∼ ˜X = {

< x, 1 − u
˜X(x) >

}

˜X1 ∩ ˜X2 = {

< x,∧ {

u
˜X1

(x), u
˜X2

(x)
}

>
}

˜X1 ∪ ˜X2 = {

< x,∨ {

u
˜X1

(x), u
˜X2

(x)
}

>
}

.

B. Basic Notions on FCA

The notion of formal concept provides a convenient basis
for the representation of objects in terms of their attributes [7].
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FCA introduced by Wille [22] gives comprehensive informa-
tion and knowledge about a dataset, namely a formal context,
which in basic setting is a triplet of set of objects, set of
properties, and a relation between the set of objects and the
crisp set of the properties. The basic setting, introduced by
Wille [22], is well-suited for attributes which are crisp, that
is to say each object of the domain of applicability of the
attribute either has or does not have the attribute. But for the
data where the properties of the objects are fuzzy, the table
entries of the data contain truth degrees from a set L (generally
L taken as real unit interval [0,1]). To analyze the data in which
fuzziness occurs, the procedure of FCA is adopted replac-
ing classical logic by fuzzy logic [8] and the corresponding
structures become fuzzy concept lattices [5].

FCA is based on a kind of formal context in datasets.
Accordingly, in fuzzy datasets, a fuzzy formal context is a
triple (U, AT,˜I), where:

1) U is an object set, and U = {x1, x2, · · ·, xn};
2) AT = {a1, a2, · · ·, am} is an attribute set, where aj(1 ≤

j ≤ m) is called an attribute;

3) ˜I = {< (x, a), u
˜I(x, a) > |(x, a) ∈ U × AT}, u

˜I : U ×
AT → [0, 1].

The complement of ˜I is denoted by ∼ ˜I = {< (x, a),

1−u
˜I(x, a) > |(x, a) ∈ U×AT}. We denote˜I(x, a) = u

˜I(x, a),
then the set of ˜I(x, a) is denoted by V = {˜I(x, a)|x ∈ U, a ∈
AT}. Let ˜I(x, a),˜I(y, a), then ˜I(x, a) ≥ ˜I(y, a) ⇔ u

˜I(x, a) ≥
u

˜I(y, a).
In a fuzzy formal context (U, AT,˜I), for X ⊆ U and B ⊆

AT, we call (X,˜B) the fuzzy information granule. With respect
to a fuzzy formal context (U, AT,˜I), for X ⊆ U, B ⊆ AT and
˜A,˜B ∈ F(U × AT), where ∀b,˜B(b),˜A(b) ∈ {˜I(x, b)|∀x ∈ U}.
A pair of operators is defined by

X∗ = ˜AT = {

< a, u
˜X(a) > |a ∈ AT

}

where ˜AT(a) = ∧

x∈X
u

˜I(x, a). We rule ∅∗ = ˜A = {< a, 0 >

|a ∈ AT}
˜B∗ = {

x ∈ U| ˜I(x, b) ≥ ˜B(b),∀b ∈ B
}

where ˜I(x, b) ∈ V . If b /∈ B, then ˜B(b) = 0. For any B ⊆ AT,
denote

UB = {

˜B| ˜B(b) =˜I(x, b), x ∈ U, b ∈ B
}

.

Let (U, AT,˜I) be a fuzzy formal context, X1, X2 and X ⊆
U, B1, B2 and B ⊆ AT, then above two operators have the
following properties.

1) X1 ⊆ X2 ⇒ X∗
2 ⊆ X∗

1 , ˜B1 ⊆ ˜B2 ⇒ ˜B∗
2 ⊆ ˜B∗

1.
2) X ⊆ X∗∗, ˜B ⊆ ˜B∗∗.
3) X∗ = X∗∗∗, ˜B∗ = ˜B∗∗∗.
4) X ⊆ ˜B∗ ⇔ ˜B ⊆ X∗.
5) (X1 ∪ X2)

∗ = X∗
1 ∩ X∗

2 , (˜B1 ∪˜B2)
∗ = ˜B∗

1 ∩˜B∗
2.

6) (X1 ∩ X2)
∗ ⊇ X∗

1 ∩ X∗
2 , (˜B1 ∩˜B2)

∗ ⊇ ˜B∗
1 ∪˜B∗

2.
A pair (X,˜B) is called a fuzzy concept, if X∗ = ˜B and

X = ˜B∗ for X ⊆ U, B ⊆ AT. X and ˜B are called the extension
and the intension of (X,˜B), respectively. It is clear that both
(X∗∗, X∗) and (˜B∗,˜B∗∗) are fuzzy concepts.

The fuzzy concept lattice ˜L(U, AT,˜I) is referred to all
concepts of a fuzzy formal context (U, AT,˜I), and they are

TABLE I
FUZZY DATASET

ordered by (X1,˜B1) ≤ (X2,˜B2) ⇔ X1 ⊆ X2 ⇔ ˜B2 ⊆ ˜B1,
where (X1,˜B1) and (X2,˜B2) are fuzzy concepts. (X1,˜B1) is
called a sub-concept of (X2,˜B2), and (X2,˜B2) is called a
super-concept of (X1,˜B1).

If (X1,˜B1) and (X2,˜B2) are two concepts of a fuzzy formal
context (U, AT,˜I), then (X1 ∩ X2, (˜B1 ∪ ˜B2)

∗∗) and ((X1 ∪
X2)

∗∗,˜B1 ∩ ˜B2) are also both fuzzy concepts. Hence, if the
meet and join are given by

(

X1,˜B1
) ∧ (

X2,˜B2
) = (

X1 ∩ X2,
(

˜B1 ∪˜B2
)∗∗)

(

X1,˜B1
) ∨ (

X2,˜B2
) = (

(X1 ∪ X2)
∗∗ ,˜B1 ∩˜B2

)

then the fuzzy concept lattice ˜L(U, AT,˜I) is fuzzy complete
lattice.

C. Example

Given a fuzzy dataset in Table I, and the fuzzy formal context
(U, AT,˜I), where U = {x1, x2, x3, x4} and AT = {a, b, c, d, e}.
From this fuzzy dataset, one can calculate the all fuzzy
concepts of this fuzzy formal context (U, AT,˜I) as follows:

(∅,
{

< a, 1 >,< b, 1 >,< c, 1 >,< d, 1 >,< e, 1 >
})

({x1}
{

< a, 0.9 >,< b, 0.7 >,< c, 0.2 >,< d, 0.9 >,< e, 0.8 >
})

({x2}
{

< a, 0.8 >,< b, 0.8 >,< c, 0.8 >,< d, 0.3 >,< e, 0.2 >
})

({

x1, x2
}

{

< a, 0.8 >,< b, 0.7 >,< c, 0.2 >,< d, 0.3 >,< e, 0.2 >
})

({

x1, x3
}

{

< a, 0.1 >,< b, 0.2 >,< c, 0.1 >,< d, 0.8 >,< e, 0.2 >
})

({

x2, x4
}

{

< a, 0.7 >,< b, 0.8 >,< c, 0.7 >,< d, 0.2 >,< e, 0.2 >
})

({

x1, x2, x3
}

{

< a, 0.1 >,< b, 0.2 >,< c, 0.1 >,< d, 0.3 >,< e, 0.2 >
})

({

x1, x2, x4
}

{

< a, 0.7 >,< b, 0.7 >,< c, 0.2 >,< d, 0.2 >,< e, 0.2 >
})

(

U
{

< a, 0.1 >,< b, 0.2 >,< c, 0.1 >,< d, 0.2 >,< e, 0.2 >
})

.

In this fuzzy formal context, given an object set X =
{x1, x2, x4} and a fuzzy attribute set ˜B = {< a, 0.7 >,

< b, 0.8 >,< c, 0.7 >,< d, 0.1 >} ∈ F(B), where B =
{a, b, c, d} ⊆ A. Then, from the definition we can obtain that

˜B∗ = {x2, x4}
X∗ =
{

< a, 0.7 >,< b, 0.7 >,< c, 0.2 >,< d, 0.2 >,< e, 0.2 >
}

.
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One has proposed the fuzzy concepts in fuzzy datasets
above, for any fuzzy information granule (X,˜B), what we
would concern about is the relationship between the objects X
and the fuzzy attributes ˜B. Intrinsically, the machine-learning
process is the learning process between an object and its
attributes. When the object is consistent with its attributes, the
laws of the object can be grasped, then we say the machine
has learned this information granule, namely the pair (X,˜B).
Thus, some of the necessary or sufficient information about the
object can be gradually trained. The object is constantly judged
using this information until an understanding of the neces-
sary and sufficient attributes of the object is learned. However,
in many cases, machine-learning processes are always never
crisp, but fuzzy ones. So, this must need new learning meth-
ods, the new two-way learning process is between an object
and its fuzzy attributes. When the objects are consistent with
their fuzzy attributes, the pair, namely objects and their fuzzy
attributes, is called the fuzzy concept, and the machine can
grasp laws of these objects, then the necessary and sufficient
fuzzy information about objects can be gradually obtained.
The objects are constantly judged using this fuzzy informa-
tion until an understanding of the necessary and sufficient
fuzzy attributes of this is gained, namely a fuzzy concept is
obtained.

The above all in this section represents the notion about
fuzzy sets and basic contents about FCA, next we will intro-
duce two-way learning system and three kinds of information
granules in fuzzy datasets.

III. TWO-WAY LEARNING SYSTEM AND INFORMATION

GRANULES IN FUZZY DATASETS

In this section, we propose a two-way learning system in
fuzzy datasets and discuss fuzzy information granules in this
learning system. At first, we will propose a pair of dual oper-
ators between an object and its fuzzy attributes to construct
a novel-learning system, namely two-way learning system in
fuzzy datasets. Let L be a lattice, where 0L and 1L are zero
and the unit element, respectively.

Definition 1: Let L1 and ˜L2 be complete lattice and fuzzy
complete lattice, respectively, for any a1, a2 ∈ L1, ˜F : L1 →
˜L2 is a fuzzy operator, for any ˜b1,˜b2 ∈ ˜L2, P : ˜L2 → L1 is an
operator. We call ˜F and P a pair of dual learning operators
if they satisfy the following.

1) ˜F(0L1) = 1
˜L2

, ˜F(1L1) = 0
˜L2

.
2) ˜F(a1 ∨ a2) = ˜F(a1) ∧ ˜F(a2).
3) P(0

˜L2
) = 1L1 , P(1

˜L2
) = 0L1 .

4) P(˜b1 ∨˜b2) = P(˜b1) ∧ P(˜b2).

Definition 2: A four-tuple (L1,˜L2, ˜F ,P) is a two-way learn-
ing system in fuzzy datasets if the above two operators ˜F and
P further satisfy:

1) P ◦ ˜F(a) ≥ a;
2) ˜F ◦ P(˜b) ≥˜b;

where P ◦ ˜F(a) represents P ˜F(a) and ˜F ◦ P(˜b) represents
˜FP(˜b).

It should be pointed out that the complete lattice L1 =
(∩,∪,∼, P(U)) and the fuzzy complete lattice L2 = (∧,∨,∼,

F(AT)). From the above definition, we can find that the fuzzy

operator ˜F and operator P characterize an object and its fuzzy
attributes for the two-way learning system in fuzzy datasets.

Proposition 1: For any a1, a2 ∈ L1 and ˜b1,˜b2 ∈ ˜L2, a two-
way learning system in fuzzy datasets (L1,˜L2, ˜F ,P) has the
following properties.

1) If a1 ≤ a2, then ˜F(a2) ≤ ˜F(a1).
2) If ˜b1 ≤˜b2, then P(˜b2) ≤ P(˜b1).
3) ˜F(a1) ∨ ˜F(a2) ≤ ˜F(a1 ∧ a2).
4) P(˜b1) ∨ P(˜b2) ≤ P(˜b1 ∧˜b2).
5) ˜b ≤ ˜F(a) ⇔ a ≤ P(˜b), ˜F(a) ≤˜b ⇔ P(˜b) ≤ a.
6) For any a ∈ L1, ˜F ◦ P ◦ ˜F(a) = ˜F(a).
7) For any ˜b ∈ ˜L2, P ◦ ˜F ◦ P(˜b) = P(˜b).
Proof: 1)–5) can be proved by Definition 1 directly.
Property 6): From 1) and P ◦ ˜F(a) ≥ a, we can obtain

˜F(a) ≥ ˜F ◦P ◦ ˜F(a). In contrast, from ˜F ◦P(˜b) ≥˜b, if takes
b = ˜F(a), then we can obtain ˜F ◦ P ◦ ˜F(a) ≥ ˜F(a). Thus,
˜F ◦ P ◦ ˜F(a) = ˜F(a).

Property 7) can be proven in the similar way as 6).
Let (U, AT,˜I) be a fuzzy formal context in a fuzzy dataset.

If L1 = P(U) and ˜L2 = P(˜A) are denoted, then the operators
(∗, ∗) defined in Section II are a pair of dual learning operators
of (U, AT,˜I).

From the above discussion, a fuzzy dataset can be viewed
as the relationship between the objects and fuzzy attributes
in two-way learning process. Some concepts that have been
identified have been realized. Concepts that have not yet been
learned are not formed. To gain more knowledge about this
two-way learning process, we must find the dual learning oper-
ators in accordance with Definition 1. In fact, these operators
are * in a fuzzy formal context.

In the previous section, we established a pair of dual learning
operators between the objects and their fuzzy attributes. When
using these two dual operators, the inner relationship of an
object and its fuzzy attributes can be trained. When the object
is consistent with its fuzzy attributes, we can grasp the nature
or the laws of the object. Machines begin to obtain things
from the unknown. Thus, sufficient or necessary attributes
of the unknown objects can be obtained by using these two
operators. Next, we will discuss the relationship between the
objects and their fuzzy attributes in our learning process with
fuzzy information granules by using these two operators.

To reflect on fuzzy information granule description of this
two-way learning system in fuzzy datasets, the pair (a,˜b) is
denoted a fuzzy information granule, where a is an object set
and ˜b is a fuzzy attribute set.

Definition 3: Let L1 = P(U) be a complete lattice and ˜L2 =
P(˜A) be a fuzzy complete lattice. ˜F,P are a pair of dual
learning operators, i.e. (L1,˜L2, ˜F ,P) is a two-way learning
system in fuzzy datasets. For any a ∈ L1 and ˜b ∈ ˜L2, denote

G1 = {

(a,˜b)|˜b ≤ ˜F(a), a ≤ P(˜b)
}

G2 = {

(a,˜b)|˜F(a) ≤˜b,P(˜b) ≤ a
}

.

If (a,˜b) ∈ G1, then (a,˜b) is a necessary fuzzy infor-
mation granule of this two-way learning system in fuzzy
datasets and ˜b is a necessary fuzzy attribute of object a.
Simultaneously, G1 is a necessary fuzzy information granule
set of the two-way learning system in fuzzy datasets.
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If (a,˜b) ∈ G2, then (a,˜b) is a sufficient fuzzy information
granule of this two-way learning system in fuzzy datasets
and˜b is a sufficient fuzzy attribute of object a. Simultaneously,
G2 is a sufficient fuzzy information granule set of the two-way
learning system in fuzzy datasets.

If (a,˜b) ∈ G1 ∩ G2, that is to say ˜b = ˜F(a) and a = P(˜b),
then (a,˜b) is a necessary and sufficient fuzzy information
granule of this two-way learning system in fuzzy datasets
and ˜b is a necessary and sufficient fuzzy attribute of object a.

If (a,˜b) ∈ G1∪G2, then (a,˜b) is a fuzzy information granule
of this two-way learning system in fuzzy datasets and G1∪G2 is
a granule set of the two-way learning system in fuzzy datasets.

If (a,˜b) /∈ G1 ∪ G2, then (a,˜b) is an inconsistent fuzzy
information granule of this two-way learning system in fuzzy
datasets.

From the above definition, necessary and sufficient fuzzy
information granules are fuzzy concepts of the learning sys-
tem. In fact, these fuzzy concepts also targets in the machine-
learning processes. In fuzzy datasets, for the machine learning,
the first step is to learn the necessary or sufficient fuzzy infor-
mation granules. One can gradually seek for the necessary and
sufficient granules, namely the fuzzy concepts, based on the
already known fuzzy information granules.

Let (U, AT,˜I) be a fuzzy formal context in a fuzzy dataset.
If L1 = P(U) and ˜L2 = P(˜AT) are denoted, the following hold
for any X ∈ L1 and ˜B ∈ ˜L2.

1) If X∗ ⊇ ˜B and ˜B∗ ⊇ X, then ˜B is a necessary fuzzy
attribute of X.

2) If X∗ ⊆ ˜B and ˜B∗ ⊆ X, then ˜B is a sufficient fuzzy
attribute of X.

From the above discussion, one may seek to understand
sufficient or necessary fuzzy attributes when the fuzzy concept
is not precise in two-way learning process.

Proposition 2: Let (L1,˜L2, ˜F ,P) be a two-way learning
system in fuzzy datasets and G1 be a necessary fuzzy infor-
mation granule set of this two-way learning system. If ∧ and
∨ are defined operators of G1 and

(

a1,˜b1
) ∧ (

a2,˜b2
) = (

a1 ∧ a2, ˜F ◦ P (

˜b1 ∨˜b2
))

(

a1,˜b1
) ∨ (

a2,˜b2
) = (P ◦ ˜F (a1 ∨ a2) ,˜b1 ∧˜b2

)

.

(G1,≤) is then closed with respect to operators ∧ and ∨.
Proof: Assume that (a1,˜b1), (a2,˜b2) ∈ G1, then

˜b1 ≤ ˜F(a1),˜b2 ≤ ˜F(a2)

a1 ≤ P(˜b1), a2 ≤ P(˜b2)

and

a1 ∧ a2 ≤ P (

˜b1
) ∧ P (

˜b2
) = P (

˜b1 ∨˜b2
)

= P ◦ F ◦ P (

˜b1 ∨˜b2
)

.

Moreover through Proposition 1, we find that

˜F ◦ P (

˜b1 ∨˜b2
) = ˜F (P (

˜b1
) ∧ P (

˜b2
)) ≤ ˜F (a1 ∧ a2).

Thus, (a1,˜b1) ∧ (a2,˜b2) is a necessary fuzzy information
granule, which means (a1,˜b1) ∧ (a2,˜b2) ∈ G1.

(a1,˜b1) ∨ (a2,˜b2) ∈ G1 can be proven similarly.
The proposition is proven.

In fuzzy datasets, Proposition 2 indicates the law of the
two operators ∧ and ∨ among necessary fuzzy information
granules in the two-way learning system.

Proposition 3: Let (L1,˜L2, ˜F ,P) be a two-way learning
system in fuzzy datasets and G2 be a sufficient fuzzy informa-
tion granule set of this two-way learning system. If ∧ and ∨
are defined operators of G2 and

(

a1,˜b1
) ∧ (

a2,˜b2
) = (

a1 ∧ a2, ˜F ◦ P (

˜b1 ∨˜b2
))

(

a1,˜b1
) ∨ (

a2,˜b2
) = (P ◦ ˜F(a1 ∨ a2),˜b1 ∧˜b2

)

.

(G2,≤) is then closed with respect to operators ∧ and ∨.
Proof: Let (a1,˜b1), (a2,˜b2) ∈ G2, then

˜F(a1) ≤ ˜b1, ˜F(a2) ≤˜b2

P(˜b1) ≤ a1,P(˜b2) ≤ a2

and

P ◦ ˜F ◦ P (

˜b1 ∨˜b2
) = P (

˜b1 ∨˜b2
)

= P (

˜b1
) ∧ P (

˜b2
) ≤ a1 ∧ a2.

Moreover through Proposition 1, we find that

˜F (a1 ∧ a2) ≤ ˜F (P (

˜b1
) ∧ P (

˜b2
)) = ˜F ◦ P (

˜b1 ∨˜b2
)

.

Thus, (a1,˜b1) ∧ (a2,˜b2) is a sufficient fuzzy information
granule, which means (a1,˜b1) ∧ (a2,˜b2) ∈ G2.

(a1,˜b1) ∨ (a2,˜b2) ∈ G2 can be proven similarly.
The proposition is proven.
In fuzzy datasets, Proposition 3 indicates the law of the two

operators ∧ and ∨ among sufficient fuzzy information granules
in the two-way learning system.

Because ≤ is a quasi-order relationship in (G1,≤) and
(G2,≤), these relationships are not fuzzy lattices with respect
to operators ∧ and ∨, termed fuzzy quasi-lattices.

IV. MECHANISM OF TWO-WAY LEARNING SYSTEM AND

GrC IN FUZZY DATASETS

Essentially, necessary and sufficient fuzzy information gran-
ule is a fuzzy concept. As previously described, machine
began to obtain fuzzy concepts from fuzzy datasets. In other
words, sufficient and necessary fuzzy information granules do
not exist at the beginning of the learning system in fuzzy
datasets. That is to say, machine can learn the necessary fuzzy
information granules, sufficient fuzzy information granules,
and necessary and sufficient fuzzy information granules from
general fuzzy information granules, respectively.

Case 1: Training of necessary fuzzy information granules

from arbitrary fuzzy information granules. Let (L1,˜L2, ˜F ,P)

be a two-way learning system in fuzzy datasets and G1 be
a necessary fuzzy information granule set of the two-way
learning system. If a ∈ L1, ˜b ∈ ˜L2, then:

1) (a ∧ P(˜b),˜b ∨ ˜F(a)) ∈ G1;
2) (a ∨ P(˜b),˜b ∧ ˜F(a)) ∈ G1;
3) (P(˜b),˜b ∧ ˜F(a)) ∈ G1;
4) (a ∧ P(˜b),F(a)) ∈ G1;
5) (P ◦ ˜F(a),˜b ∧ ˜F(a)) ∈ G1;
6) (a ∧ P(˜b), ˜F ◦ P(˜b)) ∈ G1.
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Proof:
1) Because (L1,˜L2, ˜F ,P) is a two-way learning system

in fuzzy datasets, from Proposition 1 and Definition 2,
we have ˜F(a ∧ P(˜b)) ≥ ˜F(a) ∨ ˜F(P(˜b)) ≥ ˜F(a) ∨˜b
and P(˜b ∨ ˜F(a)) = P ∧ P(˜F(a)) ≥ a ∧ P(˜b). Thus,
(a ∧ P(˜b),˜b ∨ ˜F(a)) ∈ G1.

2) The way to prove it is similar to 1).
3) Because (L1,˜L2, ˜F ,P) is a two-way learning system in

fuzzy datasets, from Proposition 1 and Definition 2, we
have ˜F ◦ P(˜b) ≥ b ≥ ˜F(a) ∧˜b and P(˜B ∧ ˜F(a)) ≥
P ◦ ˜F ◦ P(˜b) = P(˜b). Thus, (P(˜b),˜b ∧ ˜F(a)) ∈ G1.

4) The way to prove it is similar to 3).
5) Because (L1,˜L2, ˜F ,P) is a two-way learning system

in fuzzy datasets, from Proposition 1 and Definition
2, we have ˜F ◦ P ◦ ˜F(a) = F(a) ≥ ˜F(a) ∧ ˜b and

P(˜F(a) ∧ ˜b) ≥ P ◦ ˜F(a) ∨ P(˜b) ≥ P ◦ ˜F(a). Thus,
(P ◦ ˜F(a),˜b ∧ ˜F(a)) ∈ G1.

6) The way to prove it is similar to 5).
It is easy to see that necessary fuzzy information granules

can be obtained from these six training methods.
Case 2: Training of sufficient fuzzy information granules

from arbitrary fuzzy information granules. Let (L1,˜L2, ˜F ,P)

be a two-way learning system in fuzzy datasets and G2 be
a sufficient fuzzy information granule set of the two-way
learning system. If a ∈ L1, ˜b ∈ ˜L2, then:

1) (P ◦ ˜F(a),˜b ∨ ˜F(a)) ∈ G2;
2) (a ∨ P(˜b), ˜F ◦ P(˜b)) ∈ G2.
Proof:

1) Because (L1,˜L2, ˜F ,P) is a two-way learning system
in fuzzy datasets, from Proposition 1 and Definition 2,
we have ˜F ◦ P ◦ ˜F(a) = ˜F(a) ≤ ˜F(a) ∨ ˜b and
P(˜F(a) ∧ ˜b) = P ◦ ˜F(a) ∧ P(˜b) ≤ P ◦ ˜F(a). Thus,
(P ◦ ˜F(a),˜b ∨ ˜F(a)) ∈ G2.

2) The way to prove it is similar to 1).

It is easy to see that sufficient fuzzy information granules
can be obtained from these six training methods.

From the above Cases 1 and 2, the machine can learn the
very useful fuzzy information granules from useless fuzzy
information granules using two-way learning system in fuzzy
datasets. If machine does not receive the necessary and suf-
ficient fuzzy information granules in the learning system, it
cannot fully grasp fuzzy information granules given. To fully
learn fuzzy information granules, in the following, we will
show how to obtain necessary and sufficient fuzzy information
granules from necessary, sufficient fuzzy information granules,
respectively.

Case 3: Training of necessary and sufficient fuzzy informa-
tion granules from necessary fuzzy information granules. Let
(L1,˜L2, ˜F ,P) be a two-way learning system in fuzzy datasets
and G1 be a necessary fuzzy information granule set of this
two-way learning system. If (a1,˜b1) ∈ G1, then:

1) (a1 ∨ P(˜b1), ˜F(a1 ∨ P(˜b1))) ∈ G1 ∩ G2;

2) (P(˜b1 ∨ ˜F(a1)),˜b1 ∨ ˜F(a1)) ∈ G1 ∩ G2.

Proof:

1) Cause (a1,˜b1) ∈ G1, we can have a1 ≤ P(˜b1) and ˜b1 ≤
˜F(a1). Then, a1 ∨ P(˜b1) = P(˜b1), ˜F(a1 ∨ P(˜b1)) =

˜F◦P(˜b1). Thus, from the Definition 2 and Proposition 1,
we can get the following:

˜F (

a1 ∨ P (

˜b1
)) = ˜F ◦ P (

˜b1
) = ˜F (

a1 ∨ P (

˜b1
))

P (

˜F (

a1 ∨ P (

˜b1
))) = P ◦ ˜F ◦ P = P (

˜b1
)

= a1 ∨ P (

˜b1
)

.

Hence, (a1 ∨P(˜b1), ˜F(a1 ∨ P(˜b1))) is a necessary and
sufficient fuzzy information granule.

2) This item can be obtained similarly.

It is easy to see that necessary and sufficient fuzzy
information granules can be obtained from necessary fuzzy
information granule by the two methods in Case 3.

Case 4: Training of necessary and sufficient fuzzy informa-
tion granules from sufficient fuzzy information granules. Let
(L1,˜L2, ˜F ,P) be a two-way learning system in fuzzy datasets
and G2 be a sufficient fuzzy information granule set of this
two-way learning system. If (a1,˜b1) ∈ G2, then:

1) (a1 ∧ P(˜b1), ˜F(a1 ∧ P(˜b1))) ∈ G1 ∩ G2;
2) (P(b1 ∧ ˜F(a1)),˜b1 ∧ ˜F(a1)) ∈ G1 ∩ G2.
Proof:

1) Cause (a1,˜b1) ∈ G2, we can have ˜F(a1) ≤ ˜b1 and
P(˜b1) ≤ a1. Then, a1 ∧ P(˜b1) = P(˜b1), ˜F(a1 ∧
P(˜b1)) = ˜F ◦ P(˜b1). Thus, from the Definition 2 and
Proposition 1, we can get the following:

˜F (

a1 ∧ P (

˜b1
)) = ˜F ◦ P (

˜b1
)

P (

˜F (

a1 ∧ P (

˜b1
))) = P ◦ ˜F ◦ P = P (

˜b1
)

= a1 ∨ P (

˜b1
)

.

Hence, (a1 ∧P(˜b1), ˜F(a1 ∧ P(˜b1))) is a necessary and
sufficient fuzzy information granule.

2) This item can be obtained similarly.

It is easy to see that necessary and sufficient fuzzy informa-
tion granules can be obtained from sufficient fuzzy information
granule by the two methods in Case 4.

From the above ways in Cases 1–4, we come to the
following conclusions.

1) There are six methods to learn necessary fuzzy informa-
tion granules from a general fuzzy information granule.

2) There are two methods to learn necessary and suffi-
cient fuzzy information granules from a necessary fuzzy
information granule.

3) There are two methods to learn sufficient fuzzy informa-
tion granules from a general fuzzy information granule.

4) There are two methods to learn necessary and suffi-
cient fuzzy information granules from a sufficient fuzzy
information granule.

So, we can obtain 16 methods to learn necessary and suf-
ficient information granules from a general fuzzy information
granule. The processes of two-way learning approach can be
described in Fig. 1.

V. LEARNING ALGORITHM AND EXPERIMENTS

According to the above theory proposed, one can train nec-
essary, sufficient, necessary and sufficient fuzzy information
granules from an arbitrary fuzzy information granule through
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Fig. 1. Processes of two-way learning approach.

the computer programs. In this section, we present the algo-
rithm of the learning methods and a real-life case study, then
give experimental evaluation by five datasets from the UCI
dataset.

A. Two-Way Learning Algorithm in Fuzzy Datasets

Algorithm: The algorithm of two-way learning in fuzzy
datasets is described as follows.

Input: A fuzzy information table and an arbitrary fuzzy
information granule.

Output: Necessary fuzzy information granules, sufficient
fuzzy information granules, and necessary and sufficient fuzzy
information granules.

Step 1: Load the fuzzy information table, do initialized
setting and compute number of objects and attributes.

Step 2: Input the arbitrary fuzzy information granule
(a1,˜b1) and select randomly one of the two channels.

Step 3: If the fuzzy information granule is not necessary
fuzzy information granule, then skip to the Step 5. Otherwise,
turn to the Step 7.

Step 4: If the fuzzy information granule is not sufficient
fuzzy information granule, then skip to the Step 6. Otherwise,
turn to the Step 8.

Step 5: Learn necessary fuzzy information granules
(a1

2,
˜b1

2) from the general fuzzy information granule (a1,˜b1),
(a2

2,
˜b2

2), · · · , (am
2 ,˜bm

2 ), m ≤ 6 by choosing one of six methods
in Case 1.

Step 6: Learn sufficient fuzzy information granules
(a1

3,
˜b1

3) from the general fuzzy information granule (a1,˜b1),
(a2

3,
˜b2

3), · · · , (an
3,

˜bn
3), n ≤ 2 by choosing one of two methods

in Case 2.
Step 7: Learn necessary and sufficient fuzzy information

granules (a2
4,

˜b2
4), · · · , (ar

4,
˜br

4), r ≤ 12 from the necessary
fuzzy information granules in Step 5 by choosing the methods
in Case 3.

Step 8: Learn necessary and sufficient fuzzy information
granules (a2

5,
˜b2

5), · · · , (as
5,

˜bs
5), s ≤ 4 from the sufficient fuzzy

information granules in Step 6 by choosing the methods in
Case 4.

Step 9: Output necessary fuzzy information granules, suffi-
cient fuzzy information granules, and necessary and sufficient
fuzzy information granules. And algorithm is finished.

Experimental computing program can be designed and car-
ried out so as to apply the algorithm studied more directly and
practical in this paper. Let Ni(i = 1, 2, 3, 4, 5, 6), Si(i = 1, 2),
Ci(i = 1, 2), Di(i = 1, 2) stand for the methods in Cases 1–4,
respectively. The main process of the computing program will

Fig. 2. Program flow graph of learning system based on FCA in fuzzy
datasets.

be introduced by the flow chart (Fig. 2) and cases are employed
to verify the program.

Explanation of Fig. 2: The two-way learning algorithm is in
accordance with the flow graph. Input an arbitrary fuzzy infor-
mation granule (denoted by (a1, b1) in the flow graph), we can
first choose the necessary fuzzy channel and sufficient fuzzy
channel to get the corresponding necessary fuzzy information
granules and sufficient fuzzy information granules by the six
methods in Case 1 and two methods in Case 3, respectively.
Because the different methods may get a same fuzzy infor-
mation granule, the number of obtaining new necessary and
sufficient fuzzy information granules are less than 6 and 2,
which indicated in the flow graph m ≤ 6 and n ≤ 2. After
that, we get in the next step to get the necessary and suffi-
cient fuzzy information granules from results in the previous
step, here, methods Ci(i = 1, 2) and Di(i = 1, 2) which from
Cases 3 and 4 can be used to obtain necessary and sufficient
fuzzy information granules from necessary fuzzy channel and
sufficient fuzzy channel, respectively. The total number of nec-
essary and sufficient fuzzy information granules learning from
(a1, b1) is 16, while some of them are the same by accident,
which indicated in the flow graph r ≤ 16.

B. Time Complexity Analysis

Let (U, AT,˜I) be a fuzzy formal context. The number of
objects is denoted by |U|. The number of attributes is denoted
by |AT|. The cardinal number of the objects of arbitrary fuzzy
information granule (a1,˜b1) is L. We take a variable ti to
stand for the time complexity in an implementation. In the
next, we can analyze the time complexity of two-way learning
algorithm step-by-step.

The time complexity to do initialized setting and input the
arbitrary fuzzy information granule (a1,˜b1) is 0, then the
analysis to Steps 1 and 2 are finished.

For Steps 3 and 4, the time complexity to calculate the
F(a1) and P(˜b1) is denoted by t1 = (L − 1) × |AT| and
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TABLE II
DATA DESCRIPTION

t2 = |U| × |AT|. The time to judge whether (a1,˜b1) is a
necessary fuzzy information granule or a sufficient fuzzy infor-
mation granule or not the two is t3 = (L − 1) × |U| + |AT|.
Thus, the time complexity to finish Steps 3 and 4 is t4 = t1+
t2 + t3 = |U| × |AT| + L × |AT| + L × |U| − |U|. The time
complexity of Steps 3 and 4 is completed.

The first four steps are preparations to calculate necessary
fuzzy information granule, sufficient fuzzy information gran-
ule, and necessary and sufficient fuzzy information granule.
The next Step 5 to learn necessary fuzzy information granules
from general fuzzy information granule. There are six meth-
ods and we will discuss them, respectively. For the methods
N1, N2, N3, time complexities are the same, all of these three
are U × |AT| + |AT|. For the method N4, the time complexity
is |U|× |AT|+ (L−1)×|AT|. The time complexity of method
N5 is (L − 1) × |AT| + |U| × |AT| + |AT|. The method N6 is
2 × |U| × |AT| + (L − 1) × |AT|. Then, we have the total time
complexity of Step 5 is t5 = 7×|U|×|AT|+3×L×|AT|−|AT|.
The time complexity of obtaining sufficient fuzzy information
granules in Step 6 is t6 = 3×|U|×|AT|+2×L×|AT|−|AT|.

Since, we have calculated the time complexity before Step 7.
For every method in Steps 5 and 6, it must be calculated by
the two methods in Steps 7 and 8, respectively. Then, we can
get the time complexity of Steps 7 and 8 as t7 = 12 × |U| ×
|AT| + 6 × |U| × L + 6 × |AT| and t8 = 2 × |U| × |AT| + 2 ×
L × |AT| + 2 × |U| × L. The time complexity of Step 9 will
be not considered, since the output runs fast and direct.

From the above analysis, we can know that the maxi-
mum time complexity of the main part in the algorithm
(Steps 1–8) is

tmain = t4 + t5 + t6 + t7 + t8
= 25 × |U| × |AT| + 8 × L × |AT| +

(9 × L − 1) × |U| + 4 × |AT|.
As L (1 ≤ L ≤ |U|) is the cardinal number of the initial

objects, the maximum complexity of the main algorithm is
approximately O(|U|2 + |U| × |AT|).
C. Case Study and Experimental Evaluation

In order to interpret the two-way learning approach, a case
study about loans to the countries from the United Nations is
constructed, and we perform the empirical experiments by the
C++ programme about some datasets from the UCI.

Firstly, we give a fuzzy dataset about the basic situations
of the developing countries presented in the Appendix. This
fuzzy formal context is denoted by (U, AT,˜I), where U is
combined by the 125 countries and AT is the fuzzy attributes,
which includes the following seven elements.

Growth rate of population (GRP) (Data from zh.wikipe
dia.org/wiki/%E5%90%84%E5%9B%BD%E4%BA%BA%E5
%8F%A3%E8%87%AA%E7%84%B6%E5%A2%9E%E9%9
5%BF%E7%8E%87%E5%88%97%E8%A1%A8).

Urbanization rate (UR) (Data from www.iefnews.com/News
View.Asp?ID=1296).

Economic growth index (EGI) (Data from bbs.tianya.cn/
post-worldlook-710506-1.shtml).

Human development index (HDI) (Data from zh.wiki
pedia.org/wiki/%E4%BA%BA%E9%A1%9E%E7%99%BC%
E5%B1%95%E6%8C%87%E6%95%B8%E5%88%97%E8%
A1%A8).

Degree of education (DE) (Data from club.kdnet.net/
dispbbs.asp?boardid=1&id=6958472).

Government support (GS) (Artificial construction).
Forest coverage rate (FCR) (Data from www.360doc.c

om/content/13/0323/17/9159788_273451073.shtml).
To encourage the developing countries to develop their

economic, now the United Nations offers grant loans to the
countries in need. There are about 125 candidate develop-
ing countries in the world. United Nations must consider
several conditions to make it much equality, which includes
seven fuzzy attributes. The methods proposed in this paper
can be used to select the suitable countries. Through sev-
eral rounds of voting and selection, one may get the initial
fuzzy information granule (X0,˜B0), where X0 is the countries
and ˜B0 is the fuzzy attributes. While this result (X0,˜B0) may
induce the situations that the countries being selected do not
satisfy the given fuzzy attributes and the countries satisfied
the given attributes are not selected. Here, now given X0 =
{x1, x9, x15, x31, x38, x46, x55, x82, x88, x99, x100, x117, x125} and
˜B0 = {< GRP, 0.01 >,< EGI, 0.05 >,< HDI, 0.55 >,

< DE, 0.70 >,< GS, 0.75 >}. When the fund is abundant,
then the United Nations can consider to loan much more
countries. The sufficient fuzzy information granule is a good
choice. We can compute the sufficient fuzzy information gran-
ules of (X0,˜B0) by the above program in Case 2 as follows.

1) (P ◦ ˜F(X0),˜B0 ∨ ˜F(X0)) = ({x1, x2, x3, x4, x7, x9, x10,

x11, x12, x13, x14, x15, x20, x23, x24, x28, x30, x31, x32, x37,

x38, x42, x45, x46, x47, x48, x53, x54, x55, x57, x58, x59, x60,

x66, x67, x70, x71, x73, x79, x81, x82, x84, x87, x88, x89, x94,

x96, x98, x99, x100, x102, x106, x110, x111, x114, x117, x118,

x120, x121 x125}, {< GRP, 0.01 >,< UR, 0.21 >,

< EGI, 0.05 > < HDI, 0.55 >,< DE, 0.70 >,

< GS, 0.75 >,< FCR, 0.15 >}).
2) (X0∨P(˜B0), ˜F◦P(˜B0)) = ({x1, x9, x12, x4, x15, x23, x24,

x31, x38, x46, x47, x48, x55, x58, x82, x87, x88, x89, x94, x99,

x100, x101, x110, x117, x120, x121, x125}, {< GRP, 0.01 >,

< UR, 0.15 >,< EGI, 0.05 >,< HDI, 0.57 >,

< DE, 0.70 >,< GS, 0.79 >,< FCR, 0.15 >}).
It should be noted that the learning methods from initial

fuzzy information granule may generate the same sufficient
fuzzy information granules. Furthermore, if the United Nations
hope that the selected countries must satisfy the given fuzzy
attributes and all the countries which satisfy the given fuzzy
attributes must be selected. Now, the necessary and sufficient
fuzzy information granule is a good choice. Thus, we can
compute the necessary and sufficient information granules of
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TABLE III
NUMBER OF FUZZY CONCEPTS BASED ON MEMBERSHIP FUNCTIONS (LETTER RECOGNITION)

TABLE IV
NUMBER OF FUZZY CONCEPTS BASED ON MEMBERSHIP FUNCTIONS (VEHICLE)

TABLE V
NUMBER OF FUZZY CONCEPTS BASED ON MEMBERSHIP FUNCTIONS (WHOLESALE CUSTOMERS)

TABLE VI
NUMBER OF FUZZY CONCEPTS BASED ON MEMBERSHIP FUNCTIONS (WINEQUALITY-RED)

(X0,˜B0) from the learning methods in Case 4 (it should be
noted that different necessary fuzzy information granules may
generate the same necessary and sufficient fuzzy information
granules by accident).

1) ({x12, x14, x23, x24, x38, x47, x48, x58, x82, x84, x87, x88,

x89, x94, x99, x110, x120, x121}, {< GRP, 0.01 >,

< UR, 0.15 >,< EGI, 0.05 >,< HDI, 0.57 >,

< DE, 0.70 >,< GS, 0.79 >,< FCR, 0.15 >}).
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TABLE VII
NUMBER OF FUZZY CONCEPTS BASED ON MEMBERSHIP FUNCTIONS (WINEQUALITY-WHITE)

TABLE VIII
RUNNING TIME BASED ON MEMBERSHIP FUNCTIONS (LETTER RECOGNITION)

TABLE IX
RUNNING TIME BASED ON MEMBERSHIP FUNCTIONS (VEHICLE)

TABLE X
RUNNING TIME BASED ON MEMBERSHIP FUNCTIONS (WHOLESALE CUSTOMERS)

From the above necessary and sufficient fuzzy
information granule, we can know that the selected coun-
tries {x12, x14, x23, x24, x38, x47, x48, x58, x82, x84, x87, x88, x89,

x94, x99, x110, x120, x121} satisfy the fuzzy attributes

{< GRP, 0.01 >,< UR, 0.15 >,< EGI, 0.05 >,

< HDI, 0.57 >,< DE, 0.70 >,< GS, 0.79 >,

< FCR, 0.15 >} and all the countries which satisfy the
above fuzzy attributes must be selected.
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TABLE XI
RUNNING TIME BASED ON MEMBERSHIP FUNCTIONS (WINEQUALITY-RED)

TABLE XII
RUNNING TIME BASED ON MEMBERSHIP FUNCTIONS (WINEQUALITY-WHITE)

TABLE XIII
HARDWARE AND SOFTWARE CONFIGURATION

In the following, we will test the two-way learning
approaches on some real-life datasets. Datasets used in the
experiments are underlined in Table II, which are down-
loaded from UCI Repository of machine-learning datasets. To
ensure the fuzziness of datasets before testing two-way learn-
ing methods, we divide each data by the maximal value of its
corresponding attribute. This experimental computing program
is running on a personal computer in Table XIII.

In order to test the effect of the algorithm, at the same
time, to make comparisons, we randomly take 10%, 30%,
60%, and 80% objects in each dataset as the initial X0. As
for each 10%, 30%, 60%, and 80%, we randomly select three
groups of objects in each dataset, respectively. We also take
nine different membership functions on the fuzzy attributes.
The membership functions are small, middle, large fuzzy
Gaussian membership function (SG, MG, LG), small, mid-
dle, large fuzzy Cauchy membership function (SC, MC, LC),
and small, middle, large fuzzy � membership function (S�,
M�, L�). Their graphics are shown in Fig. 3. Then the
number of resulting fuzzy concepts, namely necessary and suf-
ficient fuzzy information granules of the datasets are shown in
Tables III–VII, respectively. Tables VIII–XII are the running
time of each dataset.

Given a fuzzy dataset, for an arbitrary fuzzy information
granule, we can obtain several necessary and sufficient fuzzy

Fig. 3. Nine kinds of membership functions.

information granules (fuzzy concepts) through two-way learn-
ing methods, because different methods may get the same
results, the number is no more than theoretical number which
is 16.

Based on the resulting number of fuzzy concepts from
Tables III–VII, it is not difficult to draw the following
conclusions.

1) In a fuzzy dataset, the number of resulting fuzzy
concepts is related to the selected objects and the
membership functions.

2) For the same membership function ˜b1, if the selected
initial object sets a

′
1 ⊆ a

′′
1, then the number of resulting

fuzzy concepts from (a
′
1,

˜b1) is larger than the number
of resulting fuzzy concepts from (a

′′
1,

˜b1).
Comparing tables from Tables VIII–XII, we can find that the

running time of each fuzzy dataset is irrelevant to the number
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of selected objects and the kind of selected membership
functions. However, it is closely related to the number of whole
samples and the number of features.

VI. CONCLUSION

Machine-learning research has been making a great progress
in many directions. Machine-learning techniques are being
applied to new kinds of problem, including knowledge dis-
covery in databases, language processing, robot control, and
combinatorial optimization, as well as to more traditional prob-
lems such as speech recognition, face recognition, medical
data analysis, game playing, and so on. The basic element of
fuzzy dataset is the fuzzy information granule. By considering
fuzzy information granules, this paper investigated carefully
the inner relationship among three kinds of fuzzy informa-
tion granules in fuzzy dataset, namely necessary, sufficient,
and necessary and sufficient fuzzy information granules. By
the two-way learning system in fuzzy datasets, one can obtain
necessary, sufficient, and necessary and sufficient fuzzy infor-
mation granules from an arbitrary fuzzy information granule
in many different methods. As to handling a big data case
analysis about the two-way learning system in fuzzy datasets,
we used the C++ computer program to fulfill and simplify the
computing, the time complexity of the learning algorithm is
about O(|U|2 +|U|×|AT|). To illustrate our two-way learning
system, we constructed a real-life example about loans to the
developing countries from the United Nations, and tested the
two-way learning algorithm in the UCI datasets. In the future,
we will study the information granules in intuitionistic fuzzy
datasets and neighborhood fuzzy datasets.

APPENDIX

DATASET ABOUT DEVELOPING COUNTRIES
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